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OBJECTIVE ANALYSIS OF RAINFALL DATA FROM DIGITAL
RADAR AND RAIN GAGE MEASUREMENTS
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ABSTRACT: Two devices are used fo perform measurements of
rainfall: digital radar and rain gages. Fach of them gives different
types of mmformation. Digital radar data represent a spatial pattern
of a storm but the point estimates may be biased through, for
example, the reflectivity-rainfall transfer relationship., A standard
rain gage optimally sited generally gives a very good estimate of rain-
fall at a point, but the measurement often is not representative over
a larger area. A multivariate regression model has been developed to
merge those two kinds of data into an optimal (in a statistical
serise) estimate of rainfall,  Such optimal estimates can then be
used as iput to hydrological models. Plans for operational imple-
mentation of the regression model is presented as well as results of
example data analysis from the National Weather Service Radar at
Oklahoma City. Computer requirements are discussed and some as-
pects of potential future improvements are mentioned. These include
the possibility of accounting for the autocorrelation of errors and
the inclusion of satellite data.
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INTRODUCTION

The Hydrologic Research Laboratory of the National
Weather Service (NWS) has many ongoing activities. One
research effort is the Hydrologic Rainfall Analysis Project
(HRAP), that addresses development of objective technigues
for preprocessing, quality controlling, and operationally
merging rainfall data from different sources such as multi-
radars, rain gages, and satellites (Hydrologic Research
Laboratory, 1980; Greene, ef al., 1979},

This research deals with the objective analysis of rainfall
data from digital radars and standard rain gage stations. It
will be shown later that satellite data also can be incor-
porated after it becomes available “on-ine” in required
form (digitized).

Our goal is the development of a relatively simple, from
a computational viewpoint, method which can be imple-
mented into the operational environment and produce final
rainfall analyses to several end users, in particular NWS
River Forecast Centers (Figure 1),
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Figure 1. Block Diagram Dlustrating Steps
Involved in Rainfall Data Processing.

Our portion of producing a uniform grid point rainfall
analysis from multiple data sources is illustrated by Fig-
ure 2. The grid has been especially designed for HRAP pur-
poses and is fully described by Greene and Hudlow (1982},
The rainfall estimates are desired at the grid node locations
as a convenience in estimating areal rainfall distributions
and other uses as well.

One of the first attempts to solve the problem of merging
gage and radar date was made by Brandes (1975) but many
consider the best possible results to be provided by optimum
interpolation first introduced by Eddy (1963} and Gandin
(1963}, This technique has been gradually modified, espe-
cially for surface rainfall analysis using radar and rain gage
data, as examined by Brady (1976), Crawford (1977),
Hembree (1980), and others. The characteristics of this
methodology and its superiority qualities are given in detail
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by Crawford {1978 and 1979). Using this methodology,
rainfall estimates for each grid point are computed from a

regression equation of the form:
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where:

Y, is final estimate of rainfall at i’} grid point;

X}? s Xff are n observations of rainfall from gages
used for ith grid analysis;
xR, ... xR are m observations of rainfall from rad
i - - - X are m observations of rainfall from radar
bins used for ith grid analysis; and
biGi’ e b(: and bg‘, L. =b§ﬁ are respective regression
coeffiment&
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Figure 2. Schematic Hlustration of Data
Fields Used in Analysis.

If the b coefficients are chosen properly, then the final
analysis provides optimal merging of the two data sets with
pattern “accuracy” given by radar and point accuracy en-
hanced by gages.

The algorithm showing the basic concept of the method
is described in the following section.

THE METHOD DESCRIPTION

The method applied is a multivariable linear regression,

= 7B+e (1)
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where:

V is a predictand matrix;

7 = (ZG,ZR) is a matrix of observations consisting of
two submatrices containing the observations from
gage stations and radar bins, respectively; and

8 = (BG.BR) is a matrix of respective regression coeffi-
cients; and € is a matrix of population errors (i.e., it
contains among other features a measure of our
model inaccuracies).

The solution for b, the minimum variance estimators of
8 of Equation (1) is:

7' )

where &ZtZ is a matrix of covariance between the predictors
and 7'V is a matrix of covariance between the predictand
and the predictors. Usually in actual computer regression
analysis, the covariance matrix is replaced by a correlation
matrix in order to avoid the round-off errors.

The modification in our approach resulted from the
fact that the observation matrix V is not known; therefore,
the product ZWin Equation (2) is not known either. Using
the structural similarity of ZtZ and ZtV (let us recall that
V is also the rainfall estimate but at the location where
data were not being collected) and the fact that 7'Zisa
correlation between two variables separated in space, it is
possible to e.snm:ne zv given the spatial dlStrlbuUOﬂ of
correlation Z'Z. In other words, each element of 717 is a
value of a function of distance and direction only.

For a bivariate regression, Equation (1) takes the form

V= ZghgtZgbrte G)
and therefore Z' Z matrix may be presented as
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which is a symmetric matrix since (ZR ZG) = Zg ZR’

Also,
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Thus, we see that to perform a regression, we have to
model three terms: ZG ZG’ .ZtG ZR’ and Zi{ ZR' The first



Objective Analysis of Rainfall Data from Digital Radar and Rain Gage Measurements

two terms would be used to estimate ZG Vand Z% \% (smce

V should be treated as a gage rather than radar bin). ZG G
and Zt ZR will be called auto-correlation matrices and
ZG ZR will be called cross- correlatlon mamx Once the

models are available, the matrices Z 7 and Z'V can be con-
structed, b coefficients determined, and the analysis per-
formed.

However, two important questions remain to be ans-
wered: how do we model these correlations and how many
variables should be taken into regression? To answer the
first question, let us explain our construction of raw corre-
lation matrices. Correlations are calculated using each set
of paired observations. The atmosphere’s anisotropy is in-

Thus, for the case of using n stations of the same kind,
the derived raw auto-correlation matrix is based on a total
of n(n—1) station pairs. Of course, constructing the cross-
correlation matrix for ny stations of the first kind and np
of the second, we consider nj * n7 pairs. Our next step is to
approximate the raw correlation matrix with a two-dimen-
sional function satisfying certain important conditions.
More detailed discussion of this matter can be found in
Crawford (1977).

In our current study the following function, similar to
that used by Brady (1976), Crawford (1977), and then
Hembree (1980), is implemented:

corporated through discrete but variable lag separation dis- f(x,y) = pexp |— (6)
tances in both the X and Y directions. The result is that 2(1—0:2)
not only station separation distances, but also directional
separations are considered. Figure 3 shows an example of
three points. More detail is provided in Crawford (1977).
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Figure 3. Construction of a Raw Correlation Matrix.
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, and

(N

« is an ellipticity parameter in the X-Y plane;

p is the lag-zero correlation coefficient; and

Oy Gy are decorrelation distances in X and Y.

Allowing the point of maximum correlation to occur at
other than lag zero in X-Y plane, the expression for K takes
the form:

o NG NI (y-y,)?
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where Xg» ¥, aTe Now the coordinates of the maximum.
Approximation of the raw covariance matrix using Equa-
tion (6) can be obtained by solving the following nonlinear

optimization problem:

M
o B 2
mifnimize Q = E Nl [rl fl (X)Y9x09yosa90x’oyap)] 3 (9)

l:
where

M is the total number of new correlation matrix values
over which the function is fit;

N; is the number of station pairs used to estimate I
(the raw correlation coefficient);

f; is a value of the approximation function; and

xo,yo,a,ax,oy, and p are parameters to be estimated.

The nonlinear optimization algorithm used was based on
the Levenberg-Marquardt method (Brown, et al., 1972).

The second question: “How many variables should be
incorporated into regression” can be answered with the
help of a step-wise regression algorithm (Draper and Smith,
1966). The set of predictors examined consists of all points
(gages and radar bins) located within the “radius of in-
fluence” which is fully defined by elipticity parameter « and
decorrelation distances ox and oy measured in X and Y
directions from a grid point under investigation. After se-
lecting possible predictors to be used in Equation (3), the
previously derived correlation functions are used to calcu-
late Equation (2). Stepwise regression is performed to then
choose the “best” set of predictors.

Finally, the regression coefficients so calculated are
used to “filter” the “best” set of predictors to estimate the
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predictand value at each location. This completes the main
part of the analysis. All that remains is an analysis of
residual errors and plotting final analysis for an end user.

Some of the computational aspects will be discussed in
the following section.

SOME ASPECTS OF THE METHOD APPLICATION

The above described method is being implemented by
NWS using data for the Oklahoma region. Data from several
radars, including the Oklahoma City radar, and rain gage
reports used by the Tulsa River Forecast Center are trans-
mitted to the NWS IBM 360/195 computer in Suitland,
Maryland. These digitized data have been previously
checked for large errors and thus are ready to be processed.
The radar data are full resolution data sets (2 degree azi-
muthal by 1 nautical mile radial data bins). This gives
180 x 115 = 20,700 possible bins from a single radar. About
700 rain gage reports are available across the region covered
by the Oklahoma City radar umbrella. Our grid consists of
101 x 101 nodes with its center located near the radar site.
The number of grid points means that for a widespread
storm we have to estimate rainfall at 10,201 points. Ob-
viously efficient management of computer resources is vital
to our timely analysis. For example, in order to minimize
storage, special procedures for rainfall data management
have been developed. These include subroutines for bin
coordinates computation. To minimize CPU time for each
complete analysis, the so-called convex hull (Bentley, et al.,
1982) is constructed for each storm, limiting computations
only to the region where rainfall actually occurred. Never-
theless, the CPU time consumed for a solution to the total
grid network can be considerable (an important factor for
using only two-dimensional correlations). Incorporation
of vertical correlation and time correlation would: (1) in-
crease the data volume significantly, and (2) increase the
computational time for the first phase of our analysis (i.e.,
construction of the correlation function). The second
phase, step-wise regression, and the final analysis would not
be affected very much since there is always a possibility
of limiting the number of variables in the step-wise regres-
sion to be checked.

The inclusion of satellite data into the analysis would
expand the covariance matrix to:

t t t
ZG ZG, ZG ZR’ ZG ZS

t, _ t t t
7= ZRZG’ZRZR’ Z’RZS

t t t
ZgZlg Lglp Lglg

where Zg is satellite observations matrix. This would neces-
sitate the calculation of three additional correlation ma-
trices.
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Figure 4 gives an example for the data obtained from
the numerical experiment described by Greene, et al
(1980). An advantage for the use of these data is that the
true field (original field) is known so the results can be

compared against it.

Les
ol /]

4o, &0 8o

Original field

A o0

o AN

[

83\

Simulated radar field
(disturbed original field)

A final point that should be mentioned is that some
further investigation of the spatial auto-correlation of errors
is needed. Such investigation is planned and will be done
in the near future along with other tests of the method.
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Figure 4. The Results of the Numerical Experiment. The simulated fields were generated out
of the original field and then merged using the method described.
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