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CALIBRATION AND INTERCOMPARISON
OF THE GATE C-BAND RADARS

M. Hudlow!, R. Arkell, V. Patterson, P. Pytlowany, and F. Richards

Center for Environmental Assessment Services
National Oceanic and Atmospheric Administration
Washington, DC 20235

and

S. Geotis
Department of Meteorology

Massachusetts Institute of Technology
Cambridge, MA 02139

ABSTRACT. The field portions of a major experiment
within the Global Atmospheric Research Program (GARP),
the GARP Atlantic Tropical Experiment (GATE), were
conducted from June through September 1974, A central
objective of GATE was to establish a high quality

data base for studying the interactions between the
large scale circulations and the smaller scale weather
systems over the tropical Atlantic Ocean. Better
understanding of these interactions is needed to
improve the parameterization of convection in the
numerical weather prediction models.

A significant ingredient of the data base is accurate
quantitative rainfall estimates covering the primary
ship array; for example, such estimates are required
to assess the precipitation component of the atmospheric
water and energy budgets. Digital data from four C-
band shipboard radars, supplemented with shipboard
rain-gage data, formed the primary sources of informa-
tion for deriving the rainfall estimates.

Since the success of water and energy budget studies
depends on accurate precipitation estimates, which, in
turn, directly depend on the accuracy of the overall
calibrations of the C-band radars, a multifaceted approach
for calibrating and intercomparing the data from the
four C-band systems was taken. Comprehensive calibra-
tion and intercomparison of the GATE radars were
particularly important since many of the subassemblies
were built specifically for GATE, which precluded a
lengthy record of calibration characteristics prior to
GATE. Steps were taken to provide for (1) accurate
calibration of the radar hardware; (2) adequate pre-
GATE testing of the radar systems; (3) consistency,
in the mean, between the reflectivity fields from the

[ Now with the Office of Hydrology, National Weather Service, NOAA.



individual radars, based on various intercomparison
techniques; (4) assessment and removal of systematic
biases; (5) verification of estimated systematic biases
based on "ground-truth” comparisons with the shipboard
rain gages; and (6) assessment of probable accuracies
of the final rainfall estimates,

To identify and assess the magnitudes of any syste-
matic biases between sensors the hardware aspects of
the overall calibration problem were first considered;
included were system characteristics, system tests,
hardware calibration procedures (for the receiver/
digital-processor and the total system gain), and
analysis of the hardware calibration data. Next,
reflectivity data from the radar systems were inter-
compared to evaluate the consistency in relative
calibrations between radars. Although comparisons
were made between "collocated" radars while they
were briefly together during official intercomparison
periods, most of the comparisons were made while the
ships were on station and separated by approximately
165 km, The on-station comparisons were made using
reflectivity data from overlap regions, usually
located between the radar sites. Because the data
being compared were sometimes located at different
ranges, and because the range effects could vary
from radar to radar, the range performance char-
acteristics of the four C-band radars were examined.
Also, the effects of atmospheric and rainfall
attenuation on range performance were evaluated.

The radar-to-gage "ground-truth” comparisons were
first done on an individual radar basis using selected
gages within the field of view of a radar. Based on
the results from these comparisons, those from the
radar-to-radar intercomparisons, and on the excellent
stability of the hardware calibrations, systematic
biases were estimated for the radars. The valida-
tion of these bias estimates was accomplished by
comparing the final merged radar-rainfall estimates
with the rain-gage data from all ship stations,
Finally, still using the shipboard gages as "ground
truth,” expected accuracies of the radar estimates
for several space and time scales were assessed.

1. INTRODUCTION

The field portions of a ma jor experiment within the Global Atmospheric
Research Program (GARP), the GARP Atlantic Tropical Experiment (GATE), were
conducted from June through September 1974, The fundamental objectives of
GATE have been discussed elsewhere; for example, see Kuettner et al. (1974)
and Austin (1975). Briefly stated, the central objective was to provide a
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basis for developing methods to determine the interactions between the

large scale circulations and the smaller scale weather systems over the
tropical Atlantic Ocean. Parameterization models of tropical convection,
which realistically account for control by, and feedback to the synoptic
scale, must be developed by carefully considering such scale interactioms.

If these interactions can be clearly defined based on GATE data, the accuracy
of global numerical prediction can be improved.

Analysis and validation of the GATE data sets fell under the auspices of
five major subprograms that divide GATE according to major disciplines
(Kuettner et al., 1974). The radar analyses were an integral part of the
Convection Subprogram (Betts, 1974; Betts and Rodenhuis, 1975; Hudlow,
1975).

Shipboard meteorclogical radar measurements during GATE were taken with
a total of four C-band and four X-band systems. Figure 1 shows the deploy-
ment and approximate coverage of the radars for Phase I of GATE. Table 1
gives the countries, ships, and the principal organizations involved in
taking GATE radar measurements.,

Refined quantitative precipitation estimates covering an area somewhat
larger than the B-scale hexagonal array shown in figure 1 have been
derived at the Center for Experiment Design and Data Analysis (CEDDA)
as a major task within the Convection Subprogram. C-band radar data,
supplemented with shipboard rain-gage data, formed the primary data base
for deriving the rainfall estimates. Because of the large attenuations
that occur with high rainfall rates in the X-band and because the B-scale
array was adequately covered by C-band radars, X-band data were not used
at CEDDA in the derivation of the comprehensive series of precipitation
maps covering the three GATE field Phases. However, the X-band data are
being used by other Convection Subprogram scientists for detailed case
studies of individual echoes or ensembles of echoes and their life
histories. Photographs from the X-band radars also were included for
the GATE International Meteorological Radar Atlas (Arkell and Hudlow,
1977), which contains 3-=hourly mosaics of the radar photographs from
the C- and X-band radars for 24 days of GATE.

Since the success of the B-scale water and energy budget studies depends
on accurate B-scale precipitation estimates, which in turn directly depend
upon the accuracy of the calibration of the C-band radars, a multifaceted
approach for calibrating and intercomparing the data from the four C-band
systems was taken. The calibrations also affect the quality of the three-
dimensional distributions of hydrometeor content derived from the GATE
radar data, Comprehensive calibration and intercomparison of the GATE
radars were particularly important since many of the subassemblies were
built specifically for GATE, which precluded acquiring a lengthy record
of calibration characteristics prior to GATE,

2 Now the Center for Environmental Assessment Services (CEAS).
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Figure l.--The GATE B-scale array and radar network showing the deployment
of C-band and X~band radars during Phase I, and the maximum
coverage included in the pictorial atlas (Arkell and Hudlow,
1977). The quantitative coverage 1s considerably less,
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Table l.,-—Countries, ships, and organizations involved
in taking GATE radar measurements

Country Ship(s) Organization(s)
Canada Quadra MeGill Weather Radar Observatory

and the Physies Department,
MeGill University, Montreal,

Federal Republic of Meteor Institute for the Physics of the
Germany (FRG) Planet Atmosphere, DFVLR, Oberpfaffen-
hofen,

Meteorological Institute at the
University of Bonn.

Union of Soviet Acad. Korolov Hydrometeorological Service
Socialist Repub— Prof. Vize (Moscow and Leningrad).
lies (USSR) Prof. Zubov Central Aerological Observatory,
Moscow,

Arctic and Antarctic Research
Institute, Leningrad.

United States of Gilliss Center for Experiment Design and
America (USA) Oceanographer Data Analysis, NOAA, Washington,
Researcher D.C.

Department of Atmospheric Sciences,
University of Washington,
Seattle, Wash,

Department of Meteorology, Massachu—
setts Institute of Technology,
Cambridge, Mass,

- Department of Physics, University

of Puerto Rico, San Juan.

Two basic plateaus were reached in the calibration and intercomparison
efforts at CEDDA, The first was late in the summer of 1975 when the
transfer coefficients in the edit-preprocess computer program were "frozen,"”
and production processing was begun in September 1975 on the data sets
from the Oceanographer and Researcher radars. The evaluation and vali-
dation of all hardware calibration data were complete by then, and
selected intercomparisons of reflectivity fields in regions of overlap
between the two radars verified that the equivalent reflectivity factors
generally agreed to within 2 to 3 dB. One subroutine in the preprocess

3 The terms reflectivity factor and reflectivity are used interchangeably
in this report.



program transformed the digital machine numbers to reflectivities (dBz's),
which were output to tape for archiving,

In addition to the calibration and intercomparison studies performed at
CEDDA prior to September 1975, for the two National Oceanic and Atmo~
spheric Administration (NOAA) radars (Oceanographer and Researcher),
similar studies that included the Quadra and Gilliss radars were carried
out in parallel at MeGill University and the Massachusetts Institute of
Technology (MIT). Data from the Gilliss radar also were archived as

reflectivities, while the Quadra data were archived as coded values that
can be transformed to reflectivities.

The second plateau in the calibration and intercomparison analyses at
CEDDA was reached in April 1977. At that time the following additional
studies had been completed:

l. Analysis of the GATE drop-size data by scientists at MIT, the
University of Toronto, and NOAA's National Hurricane and Experimental
Meteorology Laboratory (NHEML), culminating in a proposed reflectivity
versus rainfall-rate relationship for GATE. Subsequent analyses by
Cunning and Sax (1977) and Austin and Geotis (1979) resulted in somewhat
conflicting relationships that will be discussed in section 3.3,

2. Evaluation of signal degradation with range for the four C-band
radars.,

3. Comparison of rainfall estimates from measurements taken with the
radars when they were collocated during special intercomparison periods.

4. Comparison of Phase III reflectivity and volumetrie water distri-
butions from the four radars, and comparison of preliminary Phase III mean
rainfall rates from the radars with those from selected shipboard gages,

5. Comparison of the final radar rainfall estimates from the individual
radars with the shipboard rain gages,

Some of the initial intercomparison studies at CEDDA included data from
the two NOAA radars only, since data from the Gilliss and Quadra were not
available until after the archival processing had been completed at MIT
and McGill University, However, the MIT and MeGill groups became involved
in their parallel efforts as early as May 1975 when they visually compared
their data with hardcopy printouts of selected intercomparison data from
the NOAA radars made available to them at that time. The variety of CEDDA
intercomparison analyses, many of which included all four C~band radars,
complemented by the MIT and MeGill studies, form a definitive evaluation
of the calibrations for all four C-band radars,




From the results presented in subsequent sections Zf this report, it
was concluded that any significant systematic biases in the radar estimates
had been identified, and the final processing for the B-scale precipitation
maps was begun in May 1977. These final estimates were based on data
merged from two or more radars. As a final verification of the precipi-
tation estimates, comparisons between the merged radar estimates and
rain-gage catches on the various ships in the B-scale for daily and Phase
totals were made,

2. GATE RADAR SYSTEMS AND SAMPLING
2.1 C-Band Radar Systems

Table 2 summarizes the technical characteristics and specifications of
the four GATE C-band radars. ,L(All four systems were equipped with a digital
video integrator and processor (DVIP). Basically, the DVIP's averaged the
output video from the radar receivers over polar data bins of pre-defined
sizes and recorded the numerical values on magnetic tape. The DVIP units
for the Quadra and the NOAA radars were identical in design, while the
Gilliss unit included a programmable integrator that provided, for example,
greater flexibility in the selection of data resolutions or bin sizes
(Silver and Geotis, 1976)., The size of the polar bins used for recording
the GATE data were 2° x 2 km for the NOAA radars, 1° x 1 km for the Quadra
radar, and they varied from 1° x 0,25 km at close ranges to 1° x 1 km at
far ranges for the Gilliss radar.

The block diagram shown in figure 2 illustrates the total Oceanographer
radar system and the interfacing of the various components and subassemr
blies. The configurations of the Researcher and Quadra radar systems were
very similar to the Oceanographer's, but the Gilliss system included a
dedicated minicomputer that facilitated antenna control, data collection
commands, and data handling (Silver and Geotis, 1976).

As mentioned above, the DVIP units for the two. NOAA radars and the Quadra
were identical in design. The theory for this design was based on research
carried out at NOAA's Severe Storms Laboratory (Sirmans and Doviak, 1973).
The DVIP's were very similar to the operational units undergoing implementa-
tion by the National Weather Service (Shreeve, 1974). The data bin averages
are derived from equally weighted range samples and exponentially weighted

4 A principal objective of this report is to identify systematic biases,
sometimes simply referred to as biases, which we define as the mean dif-
ference between the overall calibration of two sensors [between radars
and/or between radar(s) and rain gage(s)], as determined from compara-
tive analyses using a large data sample [e.g. one Phase of data ( = 20
days)]. The biases might result from systematic hardware calibration
errors and/or from errors in the transfer equations, including differences
caused by the use of erroneous mean coefficients in the reflectivity-
rainfall relationship. Although range effects are considered in chapter
7, the systematic biases, as defined for this report, are not range-
dependent.
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Figure 2.--Radar system on the Oceanographer,

pulse-to-pulse (azimuthal) information. The weight given to successive
pulses follows an exponential decay in the direction of the older pulses
(Shreeve, 1974). With the time constant scaling factor and antenna rota-
tion speeds used with these three GATE radars, decay to e = occurred in
approximately 0.33° of antenna rotationm,

Instead of continuous integration with exponential time weighting, as
for the NOAA DVIP, a rectangular window was applied with the Gilliss
programmable processor, and an integration cycle corresponding to 1° of
antenna rotation was used. Both integrators reduced the standard deviation
of pulse-to-pulse fluctuations from a precipitation echo to less than 1 dB.
Differences in integrator accuracies affecting the intensity estimates, and
their spatial resolution, are not explicitly considered in the calibration
and intercomparison analyses that follow. However, the NOAA integrator and
the one designed at MIT apparently give comparable precision when hydrologic
estimates are derived for the scales considered in this study as is demon-
strated by the overall agreement from the various intercomparisons.

2.2 Radar Data Collection and Treatment

Except for scheduled and unscheduled maintenance and calibration periods,
the GATE radar installations were normally operated 24 hr a day during all

9



three Phases of GATE. Antenna-tilt sequences consisting of 360° scans at

a series of antenna elevation angles were collected nominally every 15 min
with the Gilliss, Oceanographer, and Researcher radars and every 5 min with
the Quadra radar. Also, higher frequency observations were ¢ollected with
all radars during special intercomparison periods,

The intercomparison analyses presented in the following sections are based
on low-altitude digital data from the various radars, For several of the
analyses, sea clutter was eliminated by using data from the 2° or 4° tilt
scan at close ranges, instead of from the base-tilt scan, which was nominally
collected at 0.5°, Elimination of sea clutter was essential for the collocated
radar/rain-gage comparisons presented in section 11,4,

Most of the data analyses have been done using Cartesian data arrays
obtained by rectifying the polar reflectivity fields., One exception was
the use of polar coordinate data for range-dependent comparisons of special
measurements from the C-band radars when they were collocated (ch. 8).

The range-dependent evaluations presented in chapter 7 for the two NOAA
radars, which were derived from the Cartesian data, were compared with
those derived directly from the polar coordinate data, These comparisons -
showed no significant differences.

The size of the Cartesian data bins (4 km x 4 km) was standardized for all
radars; albeit, the polar to Cartesian rectification algorithms used at
CEDDA, MIT, and McGill to transform the NOAA, Gilliss, and Quadra data,
respectively, differed in some of the details, Identification of biases
originating from these differences has not been explicitly considered as
part of the intercomparison studies. The overall consistency in the results
from the various intercomparison analyses seems to show that any biases
originating from differences between the polar to Cartesian rectification
algorithms are generally small. Pragmatically, if general agreement is
achieved among all radars in the overlap regions and between individual
radars and the shipboard rain gages, then the possibility that compensating
biases still exist is of secondary importance.

3. BASIC EQUATIONS
3.1 Radar Equationms
The average power,'ﬁr, received at the radar antenna from a volume of

hydrometeor particles uniformly filling a nonattenuated circular radar beam
is given by (Probert-Jones, 1962):

_ 3 pche? 5 2,
P.=[( 515 ) ( ._TF?_—— ALY ;5'] , (1)

where P, is the peak transmitted power, G is the antenna gain, h is the pulse
width (gistance units), 6 is the beam width, A is the wavelength, Zg 1s the
equivalent reflectivity factor, r is the slant range to the target, and

K= (o - 1)/(m? + 2) ,

where m is the complex index of refraction of the hydrometeors,
10



For example, substituting the values for the Oceanographer's radar char-
acteristics given in table 2 into eq. (1), solving for Zo, and expressing
the resultant relationship in decibels gives

z,* =P, +20 log (r) + 70.0 (2)
where *

Z, 10 log (Z,) ,
and

P.* =10 1og (@) ,

where the units of Z, and 5} are mm6/m3 and mW, respectively. The units for
r in eq. (2) are km, :

With a logarithmic receiver, the DVIP gives log P, and not log F}. The
bias given by log P - log P is approximately +2.5 dB (Marshall and
Hitschfeld, 1953)., Another bias results from the analog-to~digital (A/D)
conversion. In the A/D converters of the NOAA DVIP's, the digital values
for the instantaneous analog voltages are truncated at 6 bits, A 64~dB
dynamic range gives 1-dB class intervals, and the truncation, therefore,
causes a 0,5-dB bias (half of the class interval), To account for these
biases when using eq. (2), 2.5 dB + 0.5 dB = 3.0 dB should be added to the
right-hand side of the expression. Thus, the Oceanographer's radar equation
becomes '

*

Z, = 5;* + 20 log (r) + 73.0 , (3)

Equations analogous to (3) for the other three C-band radars will not be
presented here, but they were derived in an analogous manner using the radar

characteristics given in table 2 by Hudlow (1976), Austin (1976), and Catalfamo
(1978) for the Researcher, Gilliss, and Quadra, respectively.

3.2 Analysis of Variance of Transmitter OQutputs
and Digitizer Input—Output Transfer Functions

"Bench” calibrations of the NOAA radar were made every few days. They
consisted of injecting a range of test signals from a C-band signal generator
into the directional coupler and recording the outputs from the digital
processor, The output power from the radar transmitter and the noise
(threshold) level of the receiver/processor were also continually monitored.
Similar calibrations of the Gilliss and Quadra radars were made at approxi-
mately the same intervals.

The output powers from the NOAA radar transmitters were never observed
to fluctuate by more than 5 percent from the values given in table 2, All
calibration runs from the individual radars exhibited excellent internal
consistency and system stability. As an example of the precision that can
be achieved with modern solid-state radar components, figure 3 summarizes
the results from the 12 Oceanographer bench calibrations made during GATE

11
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Figure 3.--The mean (so0lid) and least-squares (dashed) fits to the data from
all Oceanographer "bench" calibrations.
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and illustrates the good stability of the digital processor, which also
reflects the stable characteristics of the radar receiver, The dashed curve
is the least—squares fit of a third-degree polynomial to all individual data
points from the 12 bench calibrations (258 points). Each calibratioén run
consisted of points that spanned the dynamic range of the receiver/processor
in 3-dB increments., However, the lower 4 points were deleted from the 12
sets of calibration data before the least-squares fit was made. The solid
curve depicts the mean of the 12 sets of calibration data.

Before the 12 Oceanographer calibration runs were lumped into one group,
they were kept separate for the three GATE Phases, and a least-squares fit
for each Phase was obtained. The additional variance explained by the Phase
subgroupings was insignificant when compared with the + 1-dB possible error
in the input calibration signals from the generator. Therefore, the
Oceanographer data for all periods were processed using the third-degree
polynomial curve shown in figure 3. The accompanying mathematical expres—
sion is

v F.* =-096.28+0.35D - 8.66 x 1074 p* +2.10 x 100 D3, (4)
where D is an integer (0-255) from the digital processor, and P.* 1s the
corresponding return power. The correlation coefficient for the least-squares
fit, eq. (4), is 0,999, and the standard error of estimate is 0.74 dB.

Analysis of the variance of the input-output response curves for the
Researcher's radar receiver/processor was performed in an identical manner
to that described above for the Oceanographer. Again, the stability of
the Researcher's system was found to be good, although the standard error of
estimate ( = 1.0 dB) was somewhat larger than for the Oceanographer curve,
Also, because of a change in the alinement of the Researcher DVIP between
Phases I and II, it was necessary to apply two calibration curves: one for
Phase I and another for Phases II and III (Hudlow, 1976). Calibration curves
analogous to the one for the Oceanographer (fig. 3) also were determined for
the Quadra and Gilliss at McGill University and MIT, respectively, where
the reflectivity measurements from these two radars were processed (Catalfamo,
1978; Austin, 1976). )

3.3 Reflectivity-Rainfall Relationships

The first step in converting radar reflectivity measurements into rainfall
rate estimates usually consists of using an empirical relationship that
relates the reflectivity factor to rainfall rate. The equation normally takes

the form of the following logarithmie function:

7 = ARP, (5)
or

log (Z) = log (A) + B log (R) , (6)

where Z is the reflectivity factor in mm6/m3, R is the rainfall rate in mm/hr,
and A and B are regression coefficients, A and B are usually determined from
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a least-squares fit of eq. (6) to a set of Z's and R's, which are calculated
from raindrop size data collected at the Earth's surface. An estimate of R
from eq. (5) can be obtained by taking Z_ (sec. 3.1) as the estimate for Z.
Multiplying eq. (6) by 10, the reflectivity in decibels can be expressed as

N
i

= 10 log (A) + B R* , (7)

where

o)
i

= 10 log (R).

Surface raindrop-size measurements were made by three groups aboard
various ships during GATE: (1) MIT aboard the Gilliss, (2) NOAA's
National Hurricane and Experimental Meteorology Laboratory (NHEML) aboard
the Researcher, and (3) the Physics Department, University of Toronto,
aboard the Dallas during Phase I and the HJW Fay during Phase III. A pre-
liminary Z-R relationship was derived from the data collected aboard the
Dallas soon after Phase I, This preliminary relationship,

z =300 R1.3 | (8)

was used for all intercomparison studies prior to June 1976, at which time
a revised Z-R relationship based on a comprehensive analysis of available
GATE drop-size data was reported by Austin et al,. (1976). The revised
relationship became

z = 230 r1-25 | (9)

which in the mean gives about 25 percent higher rainfall amounts for the
observed distributions of GATE reflectivities than does eq. (8),.

Since that time Cunning and Sax (1977) arrived at a z-R relationship
with a considerably higher exponent (1.52). Their analysis was based on the
drop-size data collected from one of the GATE aircraft (DC-6). More recent
work by Austin and Geotis (1979) compared the DC-6 data with those collected
by another aircraft (US C-130) and with the shipboard measurements, They
concluded that the best estimate for the exponent ig 1.35. Hudlow and Arkell
(1978) experimentally show, using observed GATE reflectivity distributions,
that variations in the exponent of the Z-R relationship, over a range from
1.25 to 1.6, would not seriously affect the accuracy of the rainfall estimates
for the space and time scales being considered for atmospheric budget studies

(> 3 hr, > 4000 kmz), if the systematic bias introduced by changes in the Z-R

relationship is first removed,

The fact that eq. (8) was used for some of the earlier GATE intercomparison
analyses is not considered critical since all such analyses have been confined
to relative intercomparisons between radars. The radar estimates used in all
radar/rain-gage intercomparisons are based on eq. (9). For the pre-GATE
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Florida test a Z-R relationship for Miami was used, which will be discussed
in the next chapter.

4. PRE-GATE RADAR COMPARISON WITH DENSE FLORIDA RAIN-GAGE NETWORKS

Shipboard installation of the basic Researcher radar system was complete
by mid-July 1973. The installation was accomplished while the ship was
berthed at Dodge Island in the port of Miami, Fla. This location provided
the opportunity to "piggyback” a pre-GATE test on the 1973 Florida Area
Cumulus Experiment (FACE, see Simpson and Woodley, 1975; Woodley et al.,
1975). This opportunity to test a GATE radar was taken because of good
available ground truth from the ongoing FACE measurements, including rainfall
observations from a densely instrumented rain-gage network and the Miami
WSR-57 10-cm radar. Observations were also obtained from a smaller, modestly
instrumented rain-gage network. The physical arrangement of the National
Weather Service and GATE radars and the two rain-gage networks is shown in
figure 4.

Although the primary motivation for the test was to determine the absolute
accuracy of rainfall estimates derived from the Researcher radar measure-
ments, other secondary objectives included evaluation of: (1) the overall
performance of a GATE C-band digital radar under shipboard conditioms,

(2) the then specified GATE radar operational plan for data collection and
quality control, and (3) calibration procedures. The Florida test completely
fulfilled these three secondary objectives., Unfortunately, the primary objec-
tive was not completely fulfilled, because only two storms passed over the
rain-gage networks when the Researcher radar was operational. However, as
will be shown in this and subsequent sections, the small set of Florida
observations, supported by the excellent ground truth, was crucial in pro-
viding collaborating evidence that the initial gain measurements for the
Researcher radar antenna were in error. The fact that the results from this
pre-GATE test were consistent, when interpreted in light of the subsequent
calibration and intercomparison analyses, adds a great deal of cenfidence

to the GATE C-band radar measurements.

4,1 Description of Equipment and Networks

As was stated in section 2.1, the DVIP on the Researcher was similar to
the operational DVIP units undergoing implementation by the National Weather
Service. This statement also applies to the WSR-57 installation in Miami,
which in support of FACE was one of the first National Weather Service
radars equipped with a DVIP, Therefore, the data collection, processing,
and recording characteristics, as well as the beam widths and sensitivities,
were quite similar for the Researcher (see ch, 2) and the WSR-57 radars. The
major difference was the WSR-57's l10-cm wavelength versus 5.3 em for the
Researcher. Wiggert and Ostlund (1975), who also provided the WSR-57 radar
Tainfall estimates and the FACE rain-gage measurements used in this section,
give details on the calibration, data collection, and processing of the
digital data from the Miami WSR-57.
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Figure 4.--Location of the Researcher and WSR-57 radars and the rain-gage

networks for the pre-GATE test 1in southern Florida during July
1973.
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The Okeechobee rain—-gage network Outl%ned in figure 4 provided an average
gage density of about one gage per 3 km“ (Woodley et al., 1975), with the
230 gages almost uniformly distributed over the 650-km“ area. Ten percent
of the sites had tipping-bucket recording rain gages while the other 90
percent only had nonrecording gages. The North Canal gage network illustrated
in figure 4 was far less densely instrumented than the Okeechobee network,
with only seven gages in the 325-km“ area or one gage per 45 km?, Four of
the seven gages were recording and three were nonrecording.

4,2 Equations for Florida Analysis

The Researcher radar equation at the time of the Florida analysis,
expressed in a form analogous to eq. (3), was

*

z," =P, +20 log (r) + 77.5 . (10)

In addition, an attenuation correction term was added to eq. (10), giving

z,* = B,* + 20 log (r) + 77.5 + A,y , (11)
where A, is two-way attenuation in decibels. The A, values used for deriving
the radar estimates over the Okeechobee and North Canal gage networks are
given in table 3.

The C-band atmospheriec attenuation values given in table 3 are approximately
equal to those given by the equations derived in section 7.1 for a mean GATE
atmosphere. The 0.75-dB correction for intervening rainfall is a somewhat
arbitrary amount based on examination of the instantaneous radar rain-rate
maps. An example of a typical map is the one shown in figure 5 from the
WSR-57 for 1840 EDT, July 27, 1973, which illustrates that the intervening
rainfall between the Researcher radar site and the rain-gage network (in
this case the North Canal network) was light to moderate, Although the
rainfall rates over the North Canal retwork were much heavier in the first
and last hours of the 3-hr storm than they were at 1840 EDT, heavy rainfall
cores were typically not observed between the radar site and the closest
boundary of the gaged area. The same was true for the 3-hr observation
period over the Okeechobee network on July 26.

Table 3,--Total two-way signal attenuation (dB), by atmospheric constituents

and intervening rainfall, used for deriving the C-band radar
rainfall estimates over the Okeechobee and North Canal Networks,

Range to Atmospheric
Network network centroid (02 + HZO) Rainfall A,
North Canal 40 km 0.9 0.75 1.65
Okeechobee 95 km 1.9 0.75 2.65
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at 1840 EDT, July 27, 1973,
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The 0,75-dB rainfall attenuation correction is founded partly on the
observation that heavy attenuation from very intense intervening rainfall
cores or lines lying between the radar site and the boundary of the gage
networks was generally not encountered during the two test periods. Also,
based on intercomparison of fields from the Researcher's 5—e¢m radar and
the unattenuated 10-ecm WSR-57, the constant 0,75 dB applied to all Researcher
estimates appeared to compensate, in the mean, for rainfall attenuation
between the radar origin and the gage networks, This amount of attenuation
roughly corresponds to that expected from, for example, a uniform rainfall
rate equal to 10 mm/hr along a 20-km one-way path (round trip path equal to
40 km).

Because of the great spatial and temporal variability of convective
precipitation, a significant part of the uncertainty accompanying the
Researcher radar estimates presented in this chapter still can be attri-
buted to rainfall attenuation. Space- and time-dependent corrections for

rainfall attenuation were included in the derivation of the refined precipi-
tation estimates for GATE,

Except for the transmitter power and the antenna gain, the "radar constant”
term (77.5 dB) in eq. (11) is based on the radar characteristics given in
table 2, and incorporates the 3.0-dB processing bias described in section
3.1. The best estimate for the gain of the Researcher's antenna at the time
of the Florida test was 36.7 dB., This estimate was based on measurements
made on an antenna range just prior to the shipboard implementation. The
transmitter power measured at the time of the Florida test was 205 kW at the
directional coupler. The resultant difference in the radar constant term
given in eq. (11) and that ultimately used for processing the GATE reflectivi-
ties is

p
: . t,F
[2(Gaing - Gainy) + 10 log ( 5;_5')] , (12)

where the Florida and GATE antenna gains and transmitter powers are given
by Gaing and Gaing, and Pt,F and Py 4, respectively, The gains expressed
in decibels are multiplied by 2 beciduse the gain (G) appears as a squared
quantity in the basic radar equation, (l1). Therefore, the difference is

205

[2(36.7 - 35) + 10 log ( 55z )]

= 3.0 dB

The Researcher radar receiver and DVIP were alined on July 25, 1973,
and a "bench” calibration identiecal to those carried out during GATE was

made (see sec., 3.2). A least—squares fit to these calibration data using
a third-degree polynomial model, as was done for deriving eq. (4), gave

P.* = - 101.35 + 0.48 D - 2.07 x 1073 0% + 4.94 x 1076 D3, (13)

with a standard error of estimate equal to 1,25 dB., A check of the calibra-
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tion curve at the end of the Florida test period on July 27 showed no
departures greater than 1 dB from eq. (13). The Researcher DVIP was realined
before GATE, and new calibration curves were determined (sec. 3.2).

For the Florida analysis, a Z-R relationship based on raindrop-size data
collected in the Miami vicinity was used (Wiggert and Ostland, 1975). The
Miami relationship is

z = 300 R}+4 | (14)
where the units are as given in section 3.3.
4.3 Analysis and Results

A 3-hr period of rainfall was observed over the eastern two~thirds of the
Okeechobee network between 1640 and 1940 EDT on July 26, 1973. Figure 6
shows an isohyetal map for the 3-hr period based on an analysis of the rain~
gage catches in the Okeechobee network., The largest 3-hr totals exceeded
45 mm (1.75 in.) in the north-central portion of the network. The dashed
lines are isochrones of rain start times, which were derived from the
recording rain-gage records,

The 3~hr amounts from the nonrecording rain gages were distributed into
hourly amounts using the records from the recording rain gages, and arithmetic
mean rainfall depths over the eastern two-thirds of the Okeechobee network
were calculated for each hour. The left portion of figure 7 compares the
hourly, and 3-hr, totals from the rain-gage analysis for the July 26 storm
with the estimates from the Researcher and WSR-57 radars. The agreement
between the WSR-57 estimates and those from the gages is remarkably good
for all hours. However, the Researcher estimates are significantly low for
all hours,

On July 27, the day after the Okeechobee measurements, radar observations
were made of rainfall occurring over the North Canal network from 1700 to
2000 EDT. Figure 8 is an isopercental analysis of the rainfall distribution
over the North Canal network based on data from the four recording rain gages
located at the corners of the network, The isolines provide an estimate of
the percent of the daily catch by the nonrecording rain gages during the 3-
hr period., The upper and lower numbers shown in figure 8 for the recording
gage sites are the 3-hr and daily rainfall totals (inches), respectively,
and the values given at the nonrecording gage sites are the daily totals,

Using the isopercental analysis and only the data from the central nonre-
cording gage, together with the data from the four recording gages, an
arithmetic mean was calculated for the 3-hr depth of rainfall over the
North Canal area. No attempt was made to distribute the rainfall into
hourly amounts, as was done over the Okeechobee network for July 26,

The relatively sparse rain-gage network in the North Canal area was con-
sidered inadequate for resolving the hourly distribution because of the large
spatial and temporal variabilities that exist in convective precipitation
(figs. 5 and 6).
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Figure 7.--Comparison of radar and rain—-gage network estimates for the
July 26 and July 27 storms.

The extreme right part of figure 7 compares the estimates for the 3-hr
rainfall total over the North Canal network determined from the gages,
the WSR-57 radar, and the Researcher radar. As in the case of the compari-
sons over the Okeechobee network for July 26, the Researcher estimate is

low relative to both the rain gages and the WSR-57. The fact that the
Researcher radar is in closer agreement with the North Canal gages than with
the Okeechobee network is not econsidered significant, since the error in

the estimate from the gages is potentially large because of the low gage
density in the North Canal network. 1In this case, the WSR-57 radar estimate
may be the best estimate of the "true" rainfall.

4.4 Conclusions From Florida Experiment

The pre-GATE Florida test was invaluable for assessing the overall perfor-
mance of one of the C-band digital radars under shipboard eonditions,
Experience gained during the test and the post-analysis periods resulted in
feedback that was used further to streamline the system and the observa-
tional proecedures,

Although the small number of radar/gage and radar/radar comparisons,
when considered alone, was insufficient to draw final coneclusions about the
absolute accuracy of the calibration of the Researcher radar system, several
results are worth noting,

The Researcher rainfall estimates were consistently low relative to both
the WSR-57 and the rain gages. Table 4 summarizes the rainfall and refleeti=-
vity differences between the estimates from the Researcher and those from
either gage measurements or the WSR=57. The estimate from the Okeechobee

22



*1d3 000 ©3 00/1 wox3y TT2F 384l ‘g1 ‘L7 AInr uo [Tejuyea ATyep ay3
Jo juddiad ay3 Burayd jNaiomiau [eRUE) YIAON 9Y3 I0J sysd1eue [ejusdiados]--°g 2in3fq

(WX) 311VIS
ot ot ol S

_ _ T

96'0 o
N %82 €0 Pt
T/ .
%05 /160
€00 .
At 50°L
%00L

’

C £9

520 260

zz0
%00t %SL
%06

%SGC

JOVONIVH ONIQH0I3H u@
JOVONIVH ONIQHOJOIH-NON = o

23



Table 4.--Differences in decibels between the 3-hr rainfall totals measured
with the Researcher radar, the Okeechobee rain gage network, and
the WSR-57 radar, and the equivalent differences in decibels in
the mean reflectivities using the Miami Z-R relationship.

1640-1940 EDT, July 26 1700-2000 EDT, July 27

(Researcher minus gages) (Researcher minus WSR=57)
Rainfall -2.8 -2.1
Reflectivity -3.9 -3.0

rain-gage network was used as the standard for the July 26 period; while, for
reasons discussed in section 4.3, the WSR-57 was used as the standard for the
July 27 period.

Low radar rainfall estimates do not necessarily signal bad hardware cali-
brations if the magnitudes of the discrepancies are less than, say, a factor
of two (3 decibels). Even with apparently accurate hardware calibrations,
many other investigators have observed the tendency for radar to underesti-
mate the magnitudes of rainfall unless the theoretical radar equation is
adjusted by a factor derived from an experimental comparison with independent
data (e.g., with a rain-gage network; Jones and Bigler, 1966, pp. 11-13).
Woodley et al. (1975) reported that the Miami WSR=57 rainfall estimates from
data collected in 1972 for FACE, unad justed by gages, underestimated the
gage catches by approximately 35 percent in the mean. Considering this
finding, it may be fortuitous that the WSR=57 estimates presented here are
so remarkably close to the gage catches. It is likely that a larger sample
of storms would have revealed some cases with low WSR=57 estimates and even
lower Researcher estimates. In any case, the fact that the Researcher esti-
mates are consistently low relative to both the gage catches and the WSR-57
remains a significant finding.

Based on the results from the Florida analysis, it seemed probable, but
not conclusive, that a bias existed in the hardware calibrations of the
Researcher radar. The magnitude of the bias was estimated to be 3 to 4
decibels for reflectivity factor estimates (table 4). The biggest uncer—
tainty in the derivation of the rainfall estimates from the Researcher data
was the method used to correct for intervening rainfall attenuation. However,
considering the arguments presented in section 4.2, it is unlikely that this
source of error could explain more than 1 or 2 decibels of the bias, Corro-
borating evidence that the initial gain measurements for the Researcher's
radar antenna were in error is given in the next chapter,

5. SYSTEM GAIN MEASUREMENTS

As shown in eq. (1), an accurate determination of the antenna gain (G) is
a prerequisite for obtaining good quantitative estimates of the equivalent
reflectivity factor (Ze) with a radar. Of all the radar parameters in eq.
(1), G is the most difficult to evaluate accurately and has been known with
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the least certainty in many previous radar experiments. Because G appears
as a squared quantity in the radar equation, even a relatively small error
in G can lead to a significant error when solving for Zg.

One of the common, and probably on2 of the most accurate, methods used for
determining the gain of an antenna is the gain-comparison method described
by Smith (1974)., It was used to measure the gain of the Researcher radar
antenna on an antenna range before shipboard implementation and the subsequent
Florida pre-GATE test in July 1973 (ch. 4). This technique is frequently used
by engineers to evaluate the efficiency (gain) of an antenna before it is
integrated into a radar system, but it is difficult to use once the antenna
becomes a part of the fully assembled radar system. Further, the gain
comparison approach does not take advantage of the fact that a potential
source of error in the calibration procedure can be eliminated by deter—
mining an effective system gain that includes the antenna gain minus wave-
guide, rotary joint, and radome losses.

Two methods of measuring effective system gain, which have acquired general
acceptance in the field, are the standard horn and the standard target
techniques (Geotis, 1975). Both types of measurements were made for the C-
band radars used during GATE.

5.1 Standard Horn Method

The standard-gain horn technique, which might also be called a power-transfer
measuring method (Smith, 1974), was first presented by Austin and Geotis (1960)
as a viable procedure for measuring the effective system gain of a fully
assembled weather-radar system, The following equation is used to relate the
transfer of power between the radar antenna and a very accurately calibrated
standard antenna (horn):

Py, = (P.C.G A2/ (16 72r?), (15)

where r is the distance (range) between the two antennas, P, and G, are the
average transmitted power and the gain of the transmitting Eradar) antenna,
respectively, and Ph and G, are the average received power and the gain of

the receiving antenna (standard horn). Equation (15), often called the "Friis
transmission formula” (see Smith, 1974), applies when the separation between
the two antennas, r, exceeds the minimum far-field distance of both. The two
antennas are oriented to give maximum power at the receiving antenna as
indicated by a maximum reading on a power meter.

Standard horn gain measurements were made for the Quadra and Oceanographer
radars in January 1974, while the two ships were berthed at their home ports
in Victoria, B. C., and Seattle, Wash,, respectively. Measurements were made
again for the Oceanographer radar and for the Researcher and Gilliss radars
on June 1, 1974, while the three ships were berthed at Dodge Island, Miami,
Fla., just before their departure for the GATE area. Figure 9 shows the
physical setup for the Miami gain measurements.

The standard horn technique has several advantages (Smith, 1974; Geotis,
1975). The measured gain is the effective gain. That is, it includes
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Table 5.,--Effective antenna system gains for the two NOAA GATE radars as
determined by the standard horn technique '

Approximate Gain at
Range to height of directional
horn horn coupler
Location Date Radar (km) (m) (dB)
Seattle 1/74 Oceanographer 0.75 unknown 39.0
Miami 6/1/74 Oceanographer 2.35 60 39.9
Miami 6/1/74 Researcher 2.35 60 33.9

transmission losses through the waveguide and radome, Second, any errors in
the directional coupler insertion loss, which is used both in measuring P
and in routine calibrations of the receiver with a signal generator, will
cancel out in the final measurements of reflectivity, Also, 1f the same
power meter (or one calibrated against it) is used to measure the power
transmitted and the power received and to set the signal generator, errors
in the absolute calibration of the power meter will cancel out, Figure 10
illustrates an arrangement of the test equipment with respect to the radar
system components whereby these advantages can be realized.

Solving for G, from eq. (15) gives

22
16 —
G, = ( —5——) P, . (16)
A P.G
t h

where G, has now been replaced by G_ to indicate system gain., The manufacturer
of the standard horn, a Microlab/FXﬁ C638A, specified the gain, G,, at 5600

MHz to be 21.5 + 0,2 dB. The range, r, was determined with an X-band tele-
meter for the Seattle test and from a navigation chart for the Miami test.

The error in r should be no more than 5 m and 100 m for the Seattle and Miami
measurements, respectively. After both P_ and P, had been measured with the
same power meter, as discussed above, G, was calculated from eq. (16). Table

5 gives the results from the Miami and Seattle tests for the NOAA radars.

The values of G, determined from eq. (16) for the Gilliss and Quadra radars

are those given in table 2,

5.2 Standard Target Technique

The standard target technique consists basically of measuring the power
returned from a suspended target of a known geometric cross section, which
is large compared with the wavelength of radiation and small compared with

the pulse volume. For these conditions, the effective antenna system gain
can be calculated from the basic radar equation (Smith, 1974) as

Gg = 8(m3/2(e2/ ) [ /(P 0)]1/2 (17)
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where r is the slant range to the target, A is the wavelength of radiation,
0 18 the cross-sectional area of the target, and P, and P, are the peak
transmitted and received powers, respectively,

To minimize problems associated with the attitude of the target, a metallie
sphere is often used., For a sphere, 0 becomes 7R ? where Rg is the radius
of the sphere, and eq. (17) can be rewritten as

2
8nr
G = R v (Pr7Pt) . (18)

S
S

For GATE, an inflatable mylar sphere with a silver metallic coating was used
as the standard target. The nominal diameter of the sphere calculated from

the circumference, which was measured before and after each flight, was

122 em. Slight leakage of the gas charge during the flights, volume changes
induced by radiational heating and atmospheric temperature fluctuations, and
wind loading caused some deviations from this nominal diameter. It is also

likely that wind gusts distorted the sphere into slightly prolate or oblate

configurations, Such distortions were assumed negligible, and a sphere with
radius equal to 61 cm was assumed for all computations.

A large blimp type balloon, which was routinely deployed during GATE for
carrying boundary layer instrument packages, was used for supporting the
standard sphere target on June 17, 1974, Figure 1l illustrates the physical
setup for collecting the standard target data., The procedures used for taking
measurements from the standard target were essentially those described by
Smith (1974). First, the average transmitted power (P,) was measured at the
directional coupler with a precision power meter (fig. 10); the frequency,
shape, and duration of the radar pulses were verified from an oscilloscope
display. From this information the peak power transmitted (Pt) was calculated
as

P, = ?;/(TF), (19)
where 1 is the pulse duration, and F is the pulse repetition frequency,

Next, the radar antenna was oriented toward the captive sphere, the antenna
was adjusted to maximize the echo from the target, and the signal strength
was noted on an oscilloscope connected to the receiver output, The received
power was determined by injecting an RF comparative signal from a signal
generator connected to the directional coupler. The slant range to the
target was taken from the amplitude-range oscilloscope display, which was
calibrated to resolve range to 0,05 km.

The echoes from the calibration target were observed to fluctuate rapidly,
making it necessary to continually peak the return by adjusting the antenna
elevation and azimuth handwheels. The highest peak that could be obtained
by several repetitions of antenna adjustments was taken as one observation,
The rapid signal fluctuations often observed from standard targets, which are
seldom clearly understood and which make it difficult to obtain a stable
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measurement, are a serious disadvantage of this technique (Austin and Geotis,
1960; Smith, 1974; Geotis, 1975). Geotis (1975) states: "“Measurements of
the cross sections of standard targets may be used as checks on overall
system performance but are not reliable as absolute calibrations because of
the fluctuating nature of the signal.” It was in this.spirit that the
standard target tests were made for GATE; i.e., the measurements were taken
to provide a rough check on the gains determined from the standard horn
technique. Table 6 gives the values of G_ calculated from eq. (18) for
several observations made with the NOAA radars.

Table 6.--Effective antenna system gains for the NOAA radars
determined by the standard target technique during
a GATE intercomparison period on June 17, 1974

Observation Slant range Flight altitude Gain at

Number Radar to sphere of sphere directional
(km) (m) coupler (dB)

1 Oceanographer 3.55 500 42,3

2 " 3.75 500 40,3

3 " 3.75 500 40.3

4 " 5.25 1350 41,2

5 " 4,95 1350 41,2

6 " 4,50 1350 40.4

1 Researcher 3.75 500 34,0

2 " 1.85 500 35.6

3 b 1.85 500 34,4

5.3 Conclusions From System Gain Measurements

Comparison of tables 5 and 6 shows that the standard horn and standard tar—
get techniques gave gains that generally agreed to within 1 to 2 dB. However,
the standard target method consistently gave higher gain values, possibly
because of oscillations in the size and shape of the target and the maximizing
procedure used to obtain an observation (sec. 5.2). Generally, the greatest
weight should be attached to the standard horn measurements for the reasons
previously discussed.

Based on the gain data presented in tables 5 and 6, a value of 39.9 dB was
selected as representative for the Oceanographer radar. This corresponds to
the value determined from the standard horn gain measurement on June 1, 1974,
in Miami, which also falls halfway between the Seattle measurement made in
January 1974 and the average of the gain values determined from the standard
target observations. It is unlikely that an error exceeding 0.5 dB will be
made by selecting 39.9 dB as the best estimate for the Oceanographer radar
gain,

31



The decision to select 35.0 dB (table 2) as the representative value for
the gain of the Researcher radar combined consideration of the gain data
presented in tables 5 and 6 with the results from the 1973 Florida analyses
(ch, 4). As was anticipated based on the findings from the 1973 Florida
analyses, all the system gain measurements given in tables 5 and 6 are
significantly lower than 36.7 dB, which was the value determined by sub-
tracting the measured "microwave plumbing” losses from the antenna gain, G,
obtained on an antenna range using the gain-comparison method, Considering
eq. (12) and the results presented in section 4.4, it seems likely that the
“true” system gain for the Researcher radar is no higher than 35 dB = 36,7 dB
- 1.7 dB. Similarly, it is unlikely that the gain is as low as the 33.9 dB
given in table 5, since the reflectivity factor estimates using 33.9 dB would
be more than 5 dB greater than those based on the 36.7 dB gain used for the
1973 Florida analysis, Although the standard horn technique generally is
superior to the standard target technique, this is apparently not the case
here. This may be because the Researcher radar antenna and the standard horn
were slightly misoriented for the maximum power transfer. Also, the gain
estimates from the standard target technique for the Researcher may be pro-
portionally low, since the Researcher's antenna could not be controlled with
the precision needed to maximize rapidly the echo from the target.

A somewhat subjective decision was made to select 35 dB as the best estimate
for the Researcher radar gain, which still gives a 2.5 dB greater difference
between the Oceanographer and Researcher gains than can be explained due to
differences in beam widths alone, However, the next chapter, which includes

intercomparisons of reflectivity fields in areas of overlapping coverage
between the two NOAA radars, confirms this was a good decision.

6. COMPARISONS MADE PRIOR TO SEPTEMBER 1975 BETWEEN
OVERLAPPING REFLECTIVITY MEASUREMENTS

One method of identifying relative biases between the reflectivity measure-
ments from two or more radars is to compare reflectivity factor estimates
from the various radars for the same areas and times. This technique is
simplified for collocated sensors (ch. 8), but it can also be used for
separated sensors by selecting suitable overlap regions. Wilson and Pollock
(1974)_have used this approach to compare hourly estimates, averaged over a
180-km* rain-gage network near Rochester, N.Y., obtained from radars located at
Buffalo and Oswego, N.Y.

In general, intercomparisons can be made for instantaneous point estimates
or for temporally and/or spatially averaged estimates. Analysis procedures
might range from simple visual inspection of Cartesian data displays to objec-
tive statistical analyses., Several space and time scales and analysis techni-
ques have been used here.

In May 1975, plan-position indicator (PPI) printer plots were generated
for the two NOAA radars, using the radar characteristics given in table 2 for

the radar equations, for the times given in table 7. The PPI displays from the
NOAA radars for the 23 matching times shown in table 7 were first visually
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Table 7.--Times of NOAA radar scans that were used to compare
data in overlap areas between the C~band radars

Date
(1974)

Julian
day

Time

(GMT)

Oceanographer Researcher Radars compared*

June 30

July 7

July 13

July 28

Aug. 3

Aug. 8

Aug. 9

Aug. 10

Aug. 12

Sept. 5

181

188

194

209

215

220

221

222

224

248

0700
0745

1230
1300
1330
1415
1430
1500
1530
1600

1900
2000

0015
0100
0430
0530

0200
0300
0400
0430

0930
1015
1200

2100
2200
2300
2400

0700
0800
0900
1015

0500
0600

1200
1300
1400
1945
2000
2015

X
X

e ool el e la ol e ol aRalel Lol Bl > e fa T o B I B o

Ll T Il

0 &R

ol

0 & R 1230-1500
0 & G 1330-1415

PG4 P K

0 & Q 1500-1600

Ll
o [eNe}
-] o R
= O

PPt Pe

0 & Q 0530

0 &R

el o ]

0&G

0 & Q

X O &R

0 & Q 1200-1400

X 0 & R 1945-2015
X
X

* G = Gilliss; O = Oceanographer; Q = Quadra; R = Researcher.
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compared at CEDDA. Copies of all NOAA scans (table 7) were then sent to the
groups processing the Gilliss and Quadra radar reflectivity data at MIT and
McGill University, respectively, for comparison with their data.

Figures 12 and 13 are sample displays of the Oceanographer and Researcher
reflectivity data for 0600 GMT August 12, when a line of convection associated
with the intertropical convergence zone lay between the two radars. The
Oceanographer and Researcher were located at the positions shown in figure
1. Figures 12 and 13 show that the patterns match very well and that the
reflectivity factor estimates generally agree to within a few dBZ. This
sample comparison of reflectivity patterns from the NOAA radars typifies the
good agreement that normally was found for all of the visual intercomparisons
done at CEDDA, MIT, and MeGill University., The core areas of the reflectivity
patterns, in optimum overlap regions between the radars, seldom disagreed
by more than 3 dBZ,

The next phase of the analysis consisted of objectively comparing various
echo parameters and statistics, derived from the NOAA reflectivity data,
in the central overlap region between the Oceanographer and Researcher
(fig. 14). The overlap region was defined by the intersection of arcs
from 110-km radii circles centered at the radar origins. As will be shown
in chapter 7, both radars give good quantitative coverage within the 110-km
ranges. The results from the overlap analyses are presented in sections
6.1 and 6,2,

Finally, volumetric water estimates from the NOAA radars were compared for
the echo populations observed within 150-km radii of the respective radar
origins at the 23 matching times (table 7). The results from this comparison
are presented in section 6.3.

6.1 Cross-Correlation of Reflectivity Fields

Cross—corgelation of reflectivity fields from the two NOAA radars, inside
the 7500-km“ overlap region shown in figure 14, was the first objective
statistical method used at CEDDA to compare the reflectivity measurements.
Initially, the correlations were made for the 23 matching times (table 7)
using the instantaneous 4-km x 4-km Cartesian data and only those common
data bins for which reflectivity values from one or both of the radars were
greater than 24 dBZ (= 1 mm/hr). Correlation coefficients were calculated
for each time from the following formula:

f(z* . - Z* )(Z*‘. - Z* )]
o = oi — g ri . —? — (20)
[Z(Z*oi - Z*o) Z(Z*ri B Z*r) 1*

where p is the correlation coefficient; Z* i and Z*ri are the reflectivity
values for ith data bin, exprqiied iq_dscigels, for the Oceanographer and
Researcher, respectively; and Z o and Z ¢ are the corresponding mean
reflectivities,

34



asydea8ouesd( wWOI1J SUIq

*Z1 3Isn8ny LW 8GG0 10 Iepel

elep AJTATIOS[I91 M- X wi- Jo Aeydsig--°z 2an314g

€9 A 95 - §% il 8y «- % 4] 0% - 6t h 2€ - 1t 4 "2 - €2 -] 91 - o1 3 8 - 1 €
29 - 19 x vS - €9 i 9% - 9% d gt - LE ] 0E - 62 3 22 ~ 12 v %1l - €l 9 9 - S 2
09 - 65 L] 2s - 18 S wy - €% N 9t -~ SE H 82 - 12 a 02 - 61 6 2t - 11 S y - € 1
85 - LS A 0s - 69 o n - 1% w »e - £¢ 9 92 - 52 2 8l - ¢l E] ot - 6 v 2 - 0 DNV
SINTVA INTVA SANTIVA INTIVA - S3NTVA INTVA SANTIVA ANTIVA S3INTIVA INTIVA S3NTVA 3NYA S3NTVA INTIVA - S3NTVA NWVA
P4:1 030602 7840 04002 8v 03002 240 a3a02 280 @3002 280 3000 Z8u Q3000 280 Q3002
FEEFIIABRF R4 4BPI PB4 2249019400000 4 R T e Ry Y e e
2 T R R R I T R TP oY R R R e a2 T T R T PR TP PP
A8000840440000000000bbtbhddiddbid bbb bbb SS9 00009000009
L T, YIHOWVISIY N YT T M
FHEFEI SIS 5 4320982038804 4 FELAIGI P HIIE I I IR IE I I 4
A SOGAASAAGAR e e s e e sy s - ve VYTV P VYT Y Y YT rYYY
Lt R R Y Y R RS FEFEERI I EEIE IR I IE N4
P EIIEE 445444 EEH4 4444 Qit 3443 4444444444 45482444
FFFFTIFFFFTFFFFFFFFTIFFFS IO FTFFFITFTFIFTTIFITRFTINTT
FEIE4EIH4I4II4 1441044040 2 HY9 RS R 22 R TR
244423 242048800000 0024 i [+TaTeP L} Pl yYYwy b bbddidbdbbhd
4454593094045 40 0044 4 V3 1 2 Q9444444344444 44403 0044
P R T Y R ) 9 HHO3 4445343434 4440040444
v TS AN AT reveerey Y
P T Y 633 L 290970 8 QUI4HHIH G99UTI 4444444448434 3449
HEEIEEIIE 44444 2] gvé ‘ o)) 6 2334340030 ANIOH HY9230 444444422044 4944 %
FFFFFFFFFFFFFFF T - 414 JJ FEELELIEE ] 50Uy IR FFIIIFFIFIITT Y
LR R e s 06 9 9 agor3928 8333434003322 Ha G s ] e e R e T
YT TIIYY IRy Y] Iy 03
PEIILE 42444444 a g39 YRI444 4444 II4 404
L Y TS UINHINIHED 43420 9 o] o] LRI 22T TR TR Y
FHIIHHNHID e G333 9I6F9Go— o8 +v
F44EI1 4S040 4300499909 v 303H30G034932)D HEEIEE RIS
HHEIEE I 44 S 822943C)¢ 986)JI8H93300443943 LA AL LSS LSS
FEFFIFFFIFFF Y ¥ 99 Y J7J T 98gUITEARIOUTT JJJ0 FIFIFFIFFTT
+EEEEE 04 830979 L v0 € 8272220¢034443836) 2 HH44EA440
LY TIIEYY 446343507 9 287 18928y2300 4 ¢ FYFERSTEYY
L 560600084 HIVOIHH IV 4H4 9999 qe vyv 8) vd8Q 9 RS E O S
44444444 C4999494H30420€0 6 808)396VV H Va6 6 4444144
+ GI3t+I480403y > A1 BREGIFVRIRIRA-THEYY ey
1444444 v3i93g3v ae J4Q3RVIVYYECHIIII0INHAIELY 8888804
$44444 4 4296 H099HOHOIY L9638Yda0303NT3 LA
FFFEFF o3V BT TIW TROIURY ) 3939 I I3 J3UR T FFIEFE
L6 5.0004 38 G0V AOHRITIWHITOOTING I DI VEICINK 44404
24434 2. 16640943833 INNINIDNNNSI2AAI83 434 POV
4843 g S8 88IHHIHIAY VIINHI 449HIWIHIVLL 3493032 tidts
+4443 $33004 gIHI0IY 6033039HTHOIL RL 9 444
494663 /4689 FEEIEIETE ey
+444 ® 04 v 6VJ909WW6 +H4d
4444 6 LA VIIHOHND ‘et
S iid JVONER S EE )
44 8 444
234 [+14 444
+e 9 EREL +4
2 ese . IOV ¥ 2
+4 849306302 9 6 626 ++
3% g4H93I300V 22 v6 ve v L 85 ++
TITUGUS TV T JO ¥
+ 3400 a 2 /A ° +
fH 4+
+ 000 S v 268 € +
+ 0073 2 6 3V +
-— 8
+ a4 9 6 +
4 +
¥ ¥
+ £ 2 +
- -
M 33IHIV¥OONVYIDO . :
o 4] o1 0 zrz 1 0 1 o A [4%4 8G¢E 9" 86S %22
HILIMS HIOLIMS HJL IMS JOOW .  IVAY3UIND ANVISNGD AVI30 3002 Gl (MO8 {vi0dvy 1Svir 319NV
¥ EPEE AONVY — JLHS Hi0kl2y Hifkllu 1114 anll a4var

35



*Z1 Isndny LW 0090 103 Iepel
I9yoieosay WO1J SUTq BIEp AITATIDATIAI wWi-4 X Wi-4 JO AerdsT@——--°¢1 2an31J

€9 A 9s = €S n 8y = LY t 09 “ 6¢ 1 2€ # 1€ 4 ¥Z = €2 9 91 - ot I a = (L €
29 ~ 19 X ¥S =« €S 1 9% = G4 d g€ ~ L€ » o€ = 62 3 z2 - 12 v ¥l = ¢t L] 9 ~ F4
09 * &S M 26 - 1§ S ¥y » €4 [} 9 “ GE M 82 = L2 (] 02 = 61 6 21 - 11 [1 y = € 1
8 = LS A 0§ « 6% ] 2y = 1y [y %€ = €€ 9 92 = ¢ b et = 1 ] 01t ~ 6 [} 2 % 0 YNviE
SaNIVA INIVA - S3INTVA 3NIVA SINVA InIvs  saniva ANIYA  SINIVA INIVA  S3NTVA INIYA S3INTVA INvA  SINTVA INvA

190 a3a0) 180 a3a0) 740 G3on: 190 03003 780 a300) 190 a300) 280 ¢300: 2440 a3ec)

44543440004
440204504

4324420002
4443244090

PPV TITPS

T YTy

23449404 444422440
224444 444 FEEIE P40
IFFFFE T FEFFIFTY
F4443044 XA a3 +4240444
FYZYEYYY o} A £ 143940 4
484944 v 8 1444
144404 as I3 : +EEEE e
& 8 POSOIt
se844 6 9 +e4es
44244 9 av 609 3D +e4es
FIFTF vE 1341) 5 I FIEEY
+5ae v L 16 82 2 +44e
Ad S Y 3Q 148 444
b oOad 605 [¢EEFEE] +e4d
2 EECF S el
444 444
444 +44
(X3 — 4] ¥
b FIHSIVISH g 19 e
e — / 3 2 6 44
‘e 13:17 4 968 v aetiag J +4
e 4y Z2961F 599199 234388 O aga 6 +4
e 99603 8818986 1IHIHG# 396 - ++
+ #396832 6V 696V1 J 33949v 2 +
M 1% mcw £ Zval 96¢E848s 8y v 930349 )5 aa +
+ 9 2 4v Y61 HVBL66L J6 98)135688) 803000 +
+ Z 8Iv9a4%2 12% $882 v690vEs 033499146 V499339 +
+ 6282633644020 8/ BV JQ0C  Q6000008VE862039NKH1IA 4399332 3.-Q 4
. 6941 23)¢ whww €909L%19 €86303330202VI8I919%3 23443320 (1] +
+ 8vE9 933 BYYL929VZ £61233000)023I9%4 344D 33400 sg +
¥ - b4d:] k4 F Labidd 87 B3I I 'Prel oUUY JIIITCGT A4 v
+ 606 2994 alL% 683323010228 aad 235 2 D +
K 3 8y £9dn \cm— 4 ¥ ‘..wwm »808Q ) hd
* 5% JHWN T ¥ 633300 99 ¥
: cavar o GHAGHUNINIE Toy 31 1 o o53333 30 Na08Y  vax .
v L3:0-8:4'2 B 7 AR - Bk add 4 T 3 4 d
+ vRIE8208 £3816299v8BELZ 4¥1828))9HOII0438H38E L +
* 8 _243002)8V%9S HV40918LGLLVVIZ 6YV12008IX4030030334V +
¥ S INAITITIOI00BYSRIINBLOLT Ve JJ000I9INIIZIIIC -
+e 4963003307 4994H0QV 886292 8Y8 64AZLE v366YVY83024)VE8I68680 e
4 39327268 3 8( 6 6 6Y6E V6 668028 68 ] +4
+e 9JUYHY YUY GOVEBIBRIUUIEI 660V 6 F¥
+4 gle6l L SY¥897938YI6V6)66)0)0] 3I088YV 6 +4
s ¥y 3 ‘N)Khnﬁh—n 1343338318684 Y Y
+e vea LY 8)IHOHHHIAIANIOAVYVEECPI TWEY *+
hbid 1Yv006 @<uuoxwmcm£xtaum JV88CQJUHTI 44
Lidd SO EELY ERGAREEEL LA LLPELERAY e
B4 J)334r8 8633 333IHMINIILL¥II3088Y 4
LYY fl 33382 YSi 434
ExTYS .mm.w.w.mdzu L2222
444 4444
bOIH P AEPFL 1111
+1e49 v il FyyyYYs
44444 24944
FEFFY v a4 A A o
teasas v3 140444
44444 9 +er4e e
o1 4] 0 o1 0 e 1 o [} 0 1 L4 k4 8s¢ s 009 L 244
ANNJD HI11mS HI1IMS INIGVIH 300w IVA¥IANT INVISNG) AVII0 3003 01 (M09} (Ivigvy 1SV 319NV

TIORGOS N T S NG N IINSAD IS FINY I3 3ON - HS AR At 3 3 O

36



II N
B-Scale .
Hexagon
Oceanographer
Overlap
Analysis

Researcher

Figure 14,--Schematic for Phases I and II of the central overlap
analysis region, and the 21 subareas, between the
Oceanographer and Researcher where various echo
parameters and statistics were compared.

The variance of the 23 correlation coefficients for the instantaneous 4-km
data was found to be very high; p ranged from 0.1 to 0.9, and only 25 percent
of the values were greater than 0.5. The low coefficients for the bin-to-bin
cross-correlations of the instantaneous fields were expected, since the
locations of the reflectivity data from the two radars in time and space
were not necessarily exactly coincidental. Although every effort was made
to synchronize the clocks and the data collection schedules on all GATE
ships, differences as large as 1 to 2 min between observation times on the
Oceanographer and Researcher sometimes occurred. More important, the rela-
tive error in location of the data fields in space may have been as great
as 12 km (1 1/2 data-bin error per ship), because both ships were assumed to
be located at their Phase mean positions. The high resolution “renavigated"
ship positions (Seguin and Crayton, 1975), which were used for the final
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B-scale rainfall analysis, were not available when these intercomparison
correlations were made.

The reflectivity fields from the two radars showed excellent agreement in
the basic structure of the patterns (figs. 12 and 13). However, it seemed
clear from the visual comparisons of the 23 sets of displays that the 4-km
instantaneous cross—correlations often would have been much improved by lagging
the fields relative to each other in the x and/or y directions. This was
not done because the effort required to set up the computer software to handle
the two-dimensional lag-correlation analysis did not seem warranted for our
primary objectives here, which were to determine if the basic features of
the patterns were correlated and to identify mean biases between the two
radars. Furthermore, bin-to-bin correlations of instantaneous reflectivity
data from two noncollocated radars would often be very noisy, even for land-
based radars where the data navigation errors should be small. Discrepancies
still may originate from differences in, for example, attenuation effects,
beam refraction, sampling altitude, and sampling volume,

It seems unlikely, based on the above discussions, that consistently high
cross—correlation coeffiecients ¢an be expected unless the data have been
averaged or smoothed in space and/or time, To test this premise, the next
part of our analyses consisted of first averaging the reflectivity values,
for each radar, within the 21 subareas shown in fig, 14; the average size
of the subareas was 360 km%. The resultant pairs of average reflectivities,
for which the value from one or both radars were nonzero, were then used to
calculate p for each of the 23 times. Equation (20) was used to caleculate
the p's where the index, i, now pertains to the 21 subareas. Figure 15
summarizes the results from the eross-correlation calculations in the form
of a relative frequency histogram, which shows that the spatial averaging
significantly improved the eross-correlations, One hundred percent of the
correlation coefficients are greater than 0.5, and 75 percent exceed 0.8,
The 25 percent of the cases with o less than 0.8 probably corresponds to
those times when the data navigation errors were the largest.

Finally, the reflectivity data were also averaged in time, as well as in
space, and cross-correlation coefficients were calculated. The averaging
periods and resulting correlation coefficients are given in table 8, which
shows that the correlations are improved further by averaging in time. The
averaging periods are roughly equivalent to 1 1/2- to 2-hr intervals, if we
assume that the same number of scans were observed at the routine GATE
sampling interval; i.e., one base-tilt scan each 15 min,

In summary, the cross-correlation analyses established that, even with data
navigation errors as large as several kilometers, reflectivity fields from
the two NOAA radars were very highly correlated when the reflectivities were
averaged over spatial and temporal scales (= 360 kmz, = 2 hr) that were
smaller than the smallest scales being used for atmospheric energy and water
budget studies (> 4000 kmz, 2 3 hr).
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Figure 15.--Relative frequency histogram of the coefficients
of cross—correlation between mean subarea
reflectivities from the two NOAA radars for
23 intercomparison times,

Table 8.--Coefficients of cross—correlation between the mean subarea, time—
averaged reflectivities from the two NOAA radars

Total No. Correlation
Period* of scans coefficient
Phase I, excluding the
scans from Julian day 188 5 0.96
Julian day 188 scans 6 0.96
Phase II scans 10 0.94

* The general periods (scans) identified here comprise the specific times
given in table 7,
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6.2 Comparison of Areal Mean Parameters
in the Central Overlap Region

The previous section established that the basic features of the reflectivity
patterns from the two NOAA radars were highly correlated. 1In this section and
in section 6.3, the magnitudes of the reflectivity measurements from the two

radars are compared in an attempt to identify any relative biases between the
radar systems.

Echo area, which was the first areal parameter compared in the overlap region,
was determined by taking the area covered by echo intensities greater than
24 dBZ (* 1 mm/hr). Figure 16 is a scatter diagram of the Oceanographer versus
Researcher echo areas for the 23 matching intercomparison times. The plot
shows good agreement between the two radars, and, for this small sample,
there appears to be no significant bias betwgen the radars. The largest

echo area observed was approximately 4500 km“, or 60 percent coverage of
the total overlap analysis region.

0 Phase |
o Phase ||
5 ©® Phase |11

Oceanographer (1000's km?2)

0 i 1 1
0 1 2 3 4 5

Researcher (1000’s km?2)

Figure 16.—Scatter diagram of the echo areas observed in the 7500-km? overlap
analysis region by the two NOAA radars for 23 intercomparison times.
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The next phase of the overlap analysis consisted of comparing mean
reflectivities from the two NOAA radars for the total overlap analysis
region and for the following three subregions shown in figure 1l4: (1) the
northern area bounded by the 110-km arc from the Researcher and the solid
line segments through the center of the overlap analysis region, (2) the
small area at the center of the overlap region bounded on all sides by solid
line segments, and (3) the southern area bounded by the solid line segments
through the center of the overlap region and the 110-km arc from the Oceano~
grapher. The mean reflectivities were calculated from

where Z*., is the areally averaged reflectivity (in decibels) for the jth
subregion and the kth time;. Z*; o is the reflectivity (> 24 dBZ) for the
ith data bin within the jth subfegion at the kth time; and Nj is the total
number of 4-km x 4-km data bins within the jth subregion,

Using values calculated from eq. (21), scatter plots were constructed to
compare mean reflectivities from the two NOAA radars for the total overlap
region and the three subregions., In these scatter plots (fig. 17), no
significant mean bias between the reflectivity measurements from the two radars
is apparent, except for the northern area. The Researcher estimates over the
northern subregion are on the average about 1 dBZ low relative to the Oceano-
grapher estimates. Although, as will be shown in chapter 7, both radars
provided good quantitative coverage for all ranges within 110 km, the
Researcher radar mean echo-intensity began to degrade slightly at about 80 km
and slowly increased to perhaps 1,0 dB at 110 km, The superior beam width
and range effect characteristics of the Oceanographer radar, at least partly,
explain the small bias between the reflectivity measurements over the northern
subregion. Regardless, since the magnitude of this mean bias is small over
the northern subregion and since no overall bias is apparent for the compari-
sons over the total region, central subregion, and southern subregion, it
follows that any relative biases between the calibration of the two radar
systems must be very small, For the comparisons over the total analysis
region, no differences exceeded 2 dBZ, and 70 percent of the points were
within 1 dBZ (fig. 17).

6.3 Comparison of Volumetric-Water Versus
Echo-Area Relationships

Another technique that was used to quantitatively compare echo parameters
derived from the two NOAA radar data sets consisted of comparing volumetrie-
water flux versus echo-area relationships. Using a computer algorithm described
by Marks and Hudlow (1976), all major echo entities observed with the two
NOAA radars at the 23 intercomparison times (table 7) were isolated. For each
radar, those echoes that had an area exceeding 100 km* (using a 24~-dBZ or
l-mm/hr threshold) and that were completely within 150-km range of the radar
were used to derive the points for the scatter plots shown in figure 18. None
of the ranges to the centroids of the echoes exceeded 110 km.

41



Middie Area

o Phase |
o  Phasell 1dbz
®  Phase I}l = 24F 1dbz
2 7
2 2 Ve
5 il
£} e /
£ A
g 77
€ .ol A
818 e o
Northern Area g Ve //
S
15[- 15+ //SyB
1dbz /
374 1dbz 7
7 s
12+ " 12k ° /
= o, /7
2 /7 -3 ",
= // ‘/ /o
Eof LA or Ny
% ° oo, // // //
g6 0,8/ 7 6l o/, °
& xS/ 740
B s 7/
S o s S oyt
3rs. /S 3 /7
2/, yyds
r/ - ¥/
0 1 i 1 J 0 £ 1 i I} ] 1 i 1 i
0 3 ] 9 12 o 3 6 9 12 15 18 21 24
Researcher (dbz) Researcher (dbz)
1 dbz
Southern Area ‘4 1dbz
8- %
il Total Area Tdbz
VAl 7/} 1doz
15+ sl 15 2/
o /7 oy
- Ve 44 7/
5 /7 o
£12¢ ¥ 12+ Y4
hcl Vil - 4
5 747° £ e
s /7 & T o /9? 4
g 0o ¥/ £ e
g %/ s o g
& Vo ds s /o
5 er vl g or o
© 7 7o g 9},6 /
7L
ik & oo =] b~ //
7 /5 s
v/, V,
[1] 47— n ] 1 1 ) oc 1 1 I 1 i J
0 3 6 9 12 15 18 0 3 6 9 12 15 18
Researchar (dbz) Researcher (dbz)

Figure 17.--Comparison of mean reflectivities from the NOAA radar intercom
parison data sets over the 7500-km“ total overlap analysis
region and over the northern, central, and southern subregions.

Since the intercomparison times were selected when major convective activity
was concentrated between the Oceanographer and Researcher, most of the echo
entities used for the scatter plots were "simultaneously” viewed by both
radars, but some of the echoes viewed by one radar were outside the range
of the other. Nevertheless, this technique remains a powerful objective
procedure for using the statistics of echo populations to evaluate relative
calibration differences between two or more radars.

The straight lines shown in figure 18 are least-squares fits based on a
logarithmic model analogous to eq. (5). The slope coefficients for the
two fits are virtually identical, and the difference in the intercepts is
only approximately 0.3 dBR; i.e., this analysis indicates that the Researcher
rainfall estimates at middle and closer ranges are overall, in a least-squares
sense, 0.3 dBR greater than the Oceanographer estimates. The rainfall estimates
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Figure 18.,—Volumetric water versus echo area curves derived from the NOAA
radar data for 23 intercomparison times.

for both radars were derived using eq. (8), and neither radar set was cor—
rected for atmospheric attenuation nor for the final absolute bias correc-
tions given in section 10.2. To correct approximately for atmospheric
attenuation, absolute biases, and for differences resulting from the use of
eq. (8) instead of eq. (9), the ordinate values in figure 18 should be
multiplied by a factor of 3. This constant adjustment to the volumetric
water estimates would not affect the relative intercomparison between the
radars.

6.4 Synopsis of Calibrations When Reflectivity
Archival Processing Began

Several methods of comparing reflectivity data from the NOAA radars were
used to establish that the basic features of the reflectivity patterns from
the two radars are highly correlated. Further, the quantitative comparisons
presented in sections 6.2 and 6.3 showed that any mean bias between the radar
systems was very small.
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As noted earlier, the volumetric-water versus echo—area comparison method
is a powerful procedure for revealing relative biases between two radars,
However, the magnitude of the overall bias detected here was so small, 0.3 dBR,
that it could not be judged statistically different from zero, Other evi-
dence will be presented in subsequent sections that supports this finding,
namely that the rainfall estimates for Researcher are slightly higher than
for the Oceanographer when the radar characteristics given in table 2 are
used to derive the radar equations. The small difference was accounted for
in the bias corrections used in the derivation of the final rainfall esti-
mates (sec. 10.2), but it was not considered in the processing of the
reflectivities for the archives. The characteristics given in table 2
were used, without further adjustment, for processing the reflectivity data
for archiving. Also, the reflectivities that were archived from the Gilliss
and the two NOAA radars were not corrected for attenuation effects, but
attenuation corrections were included in the derivation of the final rain-
fall estimates.

7. RANGE EFFECTS

As was made clear in section 6.2, it is important to know the performance
of a radar as a function of range, if its data are to be used for: (1) quanti-
tative hydrologic work, and/or (2) absolute or relative comparison with another
radar. One method that can be used, as a first approximation, to evaluate
range effects consists of examining the variation of the mean radar signal,
determined from averages over long time periods, as a function of range,
The assumption here is that if the time periods are sufficiently long, the
true meteorological variations in the rainfall fields will tend to smooth
out, and that the remaining range variations will largely represent effects
that resulted from deficient beam filling., It will be shown in section 7.2
that while one Phase of GATE data is insufficient to completely satisfy this
assumption, it is sufficient to determine first-order range effects,

Another method that sometimes can be used to evaluate radar range effects
consists of comparing radar estimates with rain-gage data at various ranges,
This method is limited in the case of GATE for determining detailed range
performance curves, since gages only existed at a few'widely spaced loca-
tions aboard the GATE ships (fig, 1). However, comparisons of radar
rainfall estimates with shipboard gage catches have been extremely useful as
a part of the overall absolute calibration of the radar rainfall estimates
(sec. 9.3 and ch. 11).

Deterioration of the mean radar signal with range occurs not only because
of deficient beam filling, which results when the spreading and ascending
beam is no longer uniformly filled by precipitation particles, but is also
due to signal attenuation by intervening rainfall or atmospheric constituents,
Attenuation effects are considered in the next section.

7.1 Attenuation Effects

Three sources of attenuation were considered in the derivation of the final
radar rainfall estimates (Hudlow, 1977a): (1) atmospheric gases, (2) inter—
vening rainfall, and (3) wet radome. For C-band radiation in the GATE
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locality, only attenuation by atmospheric gases has a significant effect on
the mean relative range variation curves presented in section 7.2. Of course,
the other two sources of attenuation do, at times, significantly affect the
absolute magnitudes of the measurements. For example, corrections for wet-
radome attenuation were critical to the comparison of the collocated Oceano~
grapher radar and raingage estimates (sec, 11.4).

Beginning with normalized attenuation coefficients for diatomic oxygen and
water vapor and a GATE mean atmospheric sounding, polynomial expressions giving
the total path attenuation from these constituents were derived as a function
of range.

Van Vleck (1947a,b) presented the theory of absorption of microwaves by
atmospheric gases. More recently, Greene et al. (1963) reviewed the theory
of attenuation at wavelengths normally employed for precipitation radars.

The atmospheric gases that can cause significant attenuation of microwave
radiation are water vapor and oxygen. The gaseous absorption arises princi-
pally from the 1.35-cm line of water vapor and the series of lines centered
around the O.5-cm line of water vapor and the series of lines centered around
the O.5-cm line of oxygen. The normalized attenuation coefficients for 5.3-
cm wavelength radiation, and a temperature of 15°C, determined from data
presented by Bean et al. (1970) are

Yo, * 0.007(1.05P%) | 22)

and
YH20 = 0.00028 (pwp) s (23)

where YOZ and YHZOare the one-way attenuation coefficients (dB km_l) for
oxygen and water vapor, respectively, P is atmospheric pressure in atmospheres,
and P, 1s the absolute humidity of the air (water vapor content in grams of
water per cubic meter of air). Equations (22) and (23) were derived from
the original Van Vleck formulas, except the nonresonant term in the solution
for Yy o ¥as increased by a factor of four to better satisfy experimental

2
results (Bean et al., 1970). The attenuation coefficients were normalized to
15°C because this corresponds to the temperature of the mean GATE atmosphere
at an altitude of about 1.8 km, which corresponds approximately to the height
of a radar beam at a slant range of 100 km when emitted from an antenna
tilted +0.75° from the horizontal.

The solutions for the total path attenuations from oxygen and water vapor
as a function of slant range are
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T T
A, = (v, )dr = 2 (O.OO74P2 dr
0, ] 0o 9 [ 0 e (24

and

T

= 2 (vy ~)dr = 2 (0.00028p_P)dr, (25)

A4,0 [ o H,0 . W

respectively, where AO and AH g are the total two-way attenuations (dB) for
2 2

the round-trip between the radar origin and a point located at some slant

range, r (km). Before an analytical integration for eq. (24) can be obtained,

P must be expressed in terms of r. First, P was expressed in terms of height

above sea level, h, This was accomplished by fitting a quadratic to the

GATE mean sounding data between the surface and 450 mb (P =~ 0.45), which

gave

P =0.997 = 1.113 x 107 h + 4,238 x 10™° 12 , (26)

where P is in atmospheres and h is in meters. The standard error of estimate
for this least squares fit is 0.001 atmospheres,

To a reasonable approximation, the height of the radar beam above the surface
of the earth as a function of range is given by (see Jones and Bigler, 1966),

h = 13.07 r + 0.06 r? (27)

where, as above, h is height (m) and r is slant range (km), Equation (27)
assumes an antenna tilt angle of 0.75°, which is a value near the nominal
settings of the NOAA radar antennas during the collection of the low-altitude
data that were used for the rainfall analyses,

Next, P was determined as a function of r by substituting tge righz—hand
side of eq. (27) into the right-hand side of eq. (26). The r’ and r* terms
of the resultant equations were dropped, since their magnitudes were small
relative to the other three terms even for a range of 200 km, and the remain-
ing quadratic expression was substituted into eq. (24). Integration of the
squared quadratic yielded a polygomial with five terms, From sensitivity
analysis, the magnitude of the r° term was found to be insignificant, and
the final integral reduced to

Ao. = 1.490 x 107%r - 2.175 x 102 _ 4.755 x 10785 + 6.360 x 10-11,4 ,(28)
2

where Ay 1s the two-way attenuation in decibels of the radar signal by oxygen,
2

and r is the slant range in kilometers.
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Before an expression analogous to eq. (28) could be derived for Ay o » omne
2

more relationship, which gives P, in terms of h, was required., The desired
relationship was obtained by fitting a quadratie to the GATE mean sounding
data between the surface and 550 mb (P = 0.55), which gave

by = 20.65 = 6.60 x 1073 h + 6,17 x 107/ n? | (29)
where o is the absolute humidity (gm w3) and_g is height (m). The standard
error for this least-squares fit is 0.275 gm m °, Using eqs. (26), (27),

and (29) to express the integrand in eq. (25) in terms of r and keeping only
the significant polynomial terms, the final integral reduces to

2

-2 _ -
Ay o= 1.155 x 107°r - 3.250 x 10™°r% - 5.175 x 10"%23 + 2.610 x 1071052 ,(30)
2

where Ay o 1s the two-way attenuation (dB) of the radar signal by water vapor,
2
and r is the slant range (km),

Corrections based on eqs. (28) and (30) were incorporated in the derivation
of the GATE radar rainfall estimates (Patterson et al, 1979) for the Gilliss,
Oceanographer, and Researcher. Atmospheric attenuation corrections were applied
electronically to the Quadra data before they were recorded. The Quadra cor-
rections were based on a midlatitude mean atmospherie sounding and are somewhat
smaller than the corrections applied to the other three radars. Table 9 gives

examples of atmospheric attenuation amounts from eqs. (28) and (30) for several
ranges.

Table 9.--Two-way attenuation in rainfall rate units (dBR') by water vapor
and oxygen for C-band radiation propagating in a mean GATE
atmosphere. An antenna elevation of 0.75° is assumed.

10 0.1
30 0.2
50 0.4
70 0.5
100 0.6
150 0.7
200 0.8

+ dBR = 0.8 dBZ, using eq. (9)
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Attenuation corrections for intervening rainfall also were made to the Oceano-
grapher radar data only during Phases I and II, before the final rainfall esti-
mates were derived. These corrections were included because the quality of
the radar data from the Oceanographer, stationed at the center of the B-scale
during the first two Phases (fig. 1), was essential to the accuracy of the
final estimates obtained by merging the rainfall data from the two NOAA radars
(Patterson et al., 1979).

Geotis (1977) derived a relationship between the attenuation coefficient and
the reflectivity using electromagnetic theory and drop—-size measurements col-
lected on the Gilliss during GATE. The relationship for two-way attenuation
expressed in terms of rainfall rate using eq. (9) is

Yy = 1.6 x 1073 gl.1 (31)

where Y _is the attenuation coefficient (dBR km-l), and R is the rainfall rate
(mm hr™ ). A description of the methodology that was developed for applying

the intervening rainfall attenuation corrections is given by Patterson et al.
(1979).

Large corrections for intervening rainfall attenuation were necessary for
only a small percentage of the scans, and significant corrections were con-
fined to only a few data bins within a scan. This is shown by figure 19,
which illustrates the magnitude of the corrections for one of the significant
attenuation events observed during GATE. The maximum intervening rainfall
correction applied to any data bin was less than 5 dBR for all Oceanographer
scans.,  For about 90 percent of the hours during Phases I and II, the maximum
correction(s) applied during the hour to any data bin(s) was less than 2 dBR.
Table 10 summarizes the number of hours for which various maximum attenuation
corrections were applied to at least one data bin sometime within an hour,

Table 10.--Number of hours during Phases I and II when various amounts
of maximum intervening rainfall attenuation corrections were
applied to one (or more) data bins in one (or more) of the
Oceanographer's instantaneous scans used in the integrations
to obtain hourly rainfall maps

Maximum intervening rain attenuation

Number of hours corrections applied during hour (dBR)
90 (missing) ---
547 0 -1
165 1 -2
81 2 -3
23 3 -4
6 4 - 5

Total hours 912
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Finally, wet-radome attenuation corrections were included in the derivation of
the final rainfall estimates from the Oceanographer radar for Phases I and II.
Generally, unless a radome skin is a very efficient water repellent (hydro~
phobic) substance, water film buildup in moderate to heavy rainfall will be
sufficient to cause some attenuation in the C-band. Weigand (1973) shows
that the construction of a radome, especially the properties of the membrane
surface, critically affect the water film buildup. It may be beneficial to
treat the radome surface with a special wax or paint, However, the Oceano—-
grapher radome, identical in design to those used by the National Weather
Service on many of their operational WSR=57 (10 cm) radars, was not treated
with an efficient hydrophobic coating.

Thirty-minute rain accumulations from shipboard gages were used to estimate
rainfall rates at the time of the scans, and attenuation values were estimated
from water film thickness given by an analytical model presented by Gibble
(1964). (See Hudlow et al. 1976 and Patterson et al., 1979.,) Gibble's
model relates the water thickness to the rainfall rate and the radius of the
radome (2.75 m for the Oceanographer radome).

Empirical analyses using the GATE Oceanographer radar and rain-gage data
indicated that urealistically high estimates of attenuation for the Oceano—
grapher radome resulted from using water thicknesses given by Gibble's model.
Accordingly, the two-way attenuation estimates obtained using Gibble's model
were reduced by 1.3 dBR., Figure 20 gives the resultant two-way attenuation
values as a function of rainfall rate at a temperature of 30°C, which is
approximately 4°C warmer than the mean surface atmospheric temperature
observed during GATE.

Figures 21 and 22 illustrate the types of analyses that were made to deter—
mine the 1.3-dBR empirical factor, used to adjust the attenuation values ob-
tained with Gibble's model. The upper panels in both figures are time series
of volumetric rainfall in dBR units, accumulated for the total B-scale array,
and the lower panels are rainfall rates at the Oceanographer based on stern
rain-gage catches. Normally, the volumetric water accumulated over a large
geometric area, such as the B-scale, should remain rather conservative over
short time periods, Sharp dips, as can result from wet-radome attenuation,
or sharp rises, as can occur from overcorrecting for attenuation, generally
should not appear in the "true" time series. Therefore, the objective was
to devise a correction procedure for radome attenuation that minimized these
sharp irregularities in the time series of volumetric water. Of course,
rapid real changes in the integrated volumetric water can occasionally occur
because of boundary effects or when the storm undergoes explosive develop~
ment or diminution,

The volumetric water curves shown in figures 21 and 22 are all corrected for
atmospheric attenuation (including the lower curves that are labeled uncor-
rected); as indicated, the upper curves also include attenuation corrections
for intervening rainfall and/or water on the radome., When the full radome
corrections were applied, it was observed that the larger magnitudes frequently
resulted in very high intervening rainfall attenuation corrections and physi-
cally unrealistic rainfall rates. This would certainly have been true if the
intervening rainfall attenuation correction had been included for the upper
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Figure 20.--Estimated wet-radome attenuation (dB = 1.25 dBR) as a function of
rainfall rate (mm hr *) for the Oceanographer radome based on
Gibble's model modified by a 1.3 dBR empirical factor.
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Figure 21.--Time series of volumetric water over the B-scale array (upper
panel), estimated from the Oceanographer radar with various
modes of attenuation correction, and time series of 30-min mean
rainfall rates at the Oceanographer (lower panel), based on

measurements with the stern rain gage, for a major precipitation
event on July 7, 1974,
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Figure 22,--Time series of volumetric water over the B-secale array (upper
panel), estimated from the Oceanographer radar with various
modes of attenuation correction, and time series of 30-min mean
rainfall rates at the Oceanographer (lower panel), based on
measurements with the stern rain gage, for a squall line event
on September 4, 1974, This period from Phase III was used to
test the attenuation correction routines used during Phases I
and IT; however, as explained in the text, no explieit rainfall
attenuation corrections were made in the derivation of the final
rainfall estimates for Phase III.
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Table 11.~-Number of hours in Phases I and II when various amounts of maximum
wet-radome attenuation correction were applied to one (or more) of
the Oceanographer's instantaneous scans used in the integrations to
obtain hourly rainfall maps.

Maximum radome attenuation correction

Number of hours applied during hour (dBR)

90 (missing) - - -

770 0.0

18 0.01 - 0.5
16 0.5 -1.0
8 1.0 - 1.5
4 1.5 - 2.0
3 2,0 = 2.5
0 2.5 - 3.0
1 3.0 - 3.5
1 3.5 - 4,0
0 4,0 - 4.5
1 4,5 -5.0

Total hours = 912

curve of figure 22, The modified radome curves include the 1.3-dBR empirical
modification (i.e., full correction minus 1.3 dBR). Other modifications to
the wet-radome model were tried, but the 1,3-dBR adjustment seemed to best
restore the time continuity of the volumetric series without resulting in
unrealistic overcorrections leading to instabilities in the overall solution,

Wet-radome attenuation was seldom a significant factor, since heavy precipi-
tation occurred infrequently at the Oceanographer radar. For example, the
estimates of wet-radome attenuation were less than 1.0 dBR for more than 98
percent of the hours during Phases I and II. The maximum correction of 4,7
dBR was applied at 2145 GMT July 7 (see fig. 21). Table 11 summarizes, in
0.5-dBR classes, the number of hours during Phases I and II when various

amounts of maximum wet radome attenuation were applied sometime within an
hour.

Attenuation corrections were not applied to the reflectivity data from the
Oceanographer and Researcher radars for the comparative analyses that were
presented in chapter 6; even atmospheric attenuation corrections were not
considered critical for these analyses, since the comparisons were being made
for echoes located at approximately equal ranges from both radars., The radar
estimates, used in the analyses for all subsequent sections, were corrected
for atmospheric attenuation. In addition, the hourly rainfall estimates from
the Oceanographer presented in section l1.4 were corrected for wet-radome
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attenuation, and the estimates for Phases I and II presented in sections 11,2
and 11.3 were further corrected for rainfall attenuation. Rainfall attenua-
tion corrections were not considered as significant in the derivation of the
final rainfall estimates for Phase III because data were merged from several
radars, each of which viewed the precipitation within the interior of the
array from different directions (Patterson et al., 1979).

As shown by figure 23, the combined effect of the wet-radome and intervening
rainfall attenuation corrections on the Phase I and II mean rainfall rates is
small., Consequently, the lack of these corrections for some of the analyses
presented in subsequent sections should have little effect on the validity of
the results, since the objective is to identify systematic biases and not to
determine the errors that might be introduced into the rainfall estimates over
very small localized areas by rainfall attenuation.

The reason that significant intervening rainfall attenuation occurred infre-
quently and was restricted to localized areas (see fig. 19) probably resulted
from the fact that the reflectivities in GATE, for the 4-km x 4~km data bins,
rarely exceeded 50 dBZ (Hudlow and Arkell, 1978), which is the magnitude above
which Hildebrand (1978) finds C-band signals are seriously attenuated. During
GATE, intense rain cores exceeding 50 dBZ had very small horizontal dimensions
(Geotis, 1977).

7.2 Mean Range Performance Curves

Figure 24 gives what we will refer to in this report as the "mean range
performance curves” for the four C-band radars. These curves were determined
by averaging the precipitation values, which had been corrected for atmospheric
attenuation, for all azimuths and for 20-km range increments., The relative
mean-rainfall intensity, as defined by the ordinate labels, was then plotted
as a function of range; R,o and R, are the rainfall rates at 40 km and the
other ranges on the abscissa, respectively. A range of 40 km was selected
for normalization, since it was assumed that beamfilling problems would not
seriously degrade the quantitative estimates out to at least this range. By
averaging over long time periods, this method gives, to a first approximation,
the degradation of the radar measurements as a function of range. Of course,
real rainfall variations with range, which remain in the Phase averages, will
have some influence on the shape of the range performance curves; for example,
the Oceanographer and Researcher were apparently stationed in local rainfall
minima during both Phase I and Phase I1I, resulting in the negative ordinate
values in figure 24 at close ranges for these radars. However, the fact that
the Phase I curves, as illustrated in figure 24 for the Oceanographer and
Researcher, are very similar to the Phase III curves, support the usefulness
of this procedure for determining the first—order range performance of a radar.
Comparison of the four curves for the Oceanographer and Researcher also veri-
fies that no significant systematic biases were introduced when the data were
rectified from polar to Cartesian coordinates,

The superior range performance characteristics exhibited by the Oceanographer
radar data probably resulted from the use of "optimum" nominal settings of the
antennae elevation angle, for the collection of the two lowest scans, and from
the preprocessing procedure that selected the maximum reflectivities from the

55



*(paysep) ATuo SUOTIIBII0D uOTIeNUDIIE >TIdydsowie yjfm
pPu®e (PTT0S) SUOTIFDII0> UOFIENUSIIE []e SUIpnTduUl ‘elep iepea iaydeigdouesos) 9Yy3 woij

9ATISp se ‘paufquos J] pue ] sSIseyq 103 ‘93ue1 SNSIaA [[BJUTEI SATIE[D1 UEBSW JO SIO[J—-"* 2and1g
P P paulq ) I £c

(wnf) IONVY
061 0LL 051 ocl oLl 06 oL 05 o€ ot
- 1 f f f f f f f t 0
- 520
+ g0
ATNO NOILVNN3LLV 3IHIHdSONLY H1IM = — — — —
SINIWINI4IH NOILVNANI LIV 711V HLIM dgso

(SS3TNOISNIWIA) 1TVANIVYH JAILYI3Y

56



o
cle ! OCEANOGRAPHER
PHASE I DATA (CARTESIAN) =——
PHASE IIT DATA (POLAR)  ——

10 50 g0 130 170
RANGE (km)

QUADRA
PHASE TII DATA

10 50 90 130,170
RANGE (km)

RESEARCHER
PHASE I DATA (CARTESIAN) ——
PHASE TII DATA (POLAR) —_——

10 50 90 130 170
RANGE (km)

~— 11 GILLISS
2 PHASE III DATA

| | | | | | { | | ]
10 50 90 130 170
RANGE (km)

Figure 24.--The variation with range of the Phase-mean relative rainfall as
derived from data collected with the four C-band radar systems,
which gives, to a first approximation, an assessment of the range
performance of the various radars.
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Figure 25.--The variation with range of the mean relative rainfall, for Phases
I and II, as derived from data collected with the Oceanographer
radar "looking" south toward the Researcher (solid) and from the
Researcher radar "looking” north toward the Oceanographer (dashed).

two lowest tilt scans. This bi-scan maximization approach is discussed by
Richards and Hudlow (1977). The preprocessing steps described in chapter 9
were performed on the Gilliss and the Quadra data, as appropriate, subsequent
to the derivation of the range performance curves,

The curves shown in figure 25 were determined in a similar manner to those
for figure 24; except, all data from Phases I and II were used, and the data
were only integrated for 60° of azimuth., The 60°-sectors for the Oceanographer
and Researcher radars were centered on due south and north, respectively, i.e.
each radar was "looking" toward the other (fig. 1),

Consistent with figure 24, figure 25 illustrates that the Researcher data
begin to degrade sooner and more rapidly than the Oceanographer data, Compari-
sons between the radar estimates and the remote shipboard gage catches are
also in general agreement with the range performance curves shown in figure
24 (see sec. 11.1). All analyses indicate that the Oceanographer radar data
remain, in the mean, within about 1 dB for ranges out 'to 175 km. On the
other hand, the radar-gage analysis indicates that the range degradation for
the other three radars is somewhat less than suggested by figure 24, leading
to the conclusion that the mean deterioration for them probably remains within
2 dB out to 150 km. Therefore, the Oceanographer radar normally provided good
quantitative coverage of the total B-scale array during Phases I and II, when
the Oceanographer was stationed at the center of the array (fig. 1). Accurate
rainfall mapping over the B-scale array during Phase III, when the Oceanographer
switched positions with the Meteor, was obtained by merging data from all four
C-band radars (Patterson et al,, 1979).
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8. COMPARISONS DURING PERIODS THAT RADARS WERE COLLOCATED

Three official intercomparison periods were set aside to conduct special tests
and comparisons of various sensors while the sensor platforms (ships) were
approximately collocated; one was before Phase I, one was between Phases .II
and III, and one followed Phase ITI. It was during the first such intercom
parison period that the system gain measurements, described in section 5,2,
were made using the standard target technique. During the last two inter—
comparison periods, precipitation data were collected for short periods while
designated radars were nearly collocated (ships within 2 km of each other),

8.1 Comparison of Areal Rainfall Estimates at Various Ranges

Collocated reflectivity data were collected for the pairs of radars and
periods as shown in figure 26. The instantaneous reflectivity data were
corrected for atmospheric attenuation and converted to rainfall rates using
eq. (9), then were integrated for the total period and averaged over 20-km
annuli., Decibels, defined as 10 times the logarithm of the ratios of these
resultant rainfall values, were then plotted as a function of range for the
various radar pairs (fig, 26); where Rys Ry, and are radar rainfall
values from the Oceanographer, Researcher, and Gilliss radars, respectively,
To minimize range effects, comparisons were limited to ranges within 110 km.

8.2 Conclusions From Collocated Intercomparisons

Generally, the comparisons shown in figure 26 do not reveal any strong range
dependencies, except that the Gilliss radar appears to consistently give
higher rainfall estimates, compared to the Oceanographer or Researcher, at
close ranges., This finding is consistent with the mean range performance
curves presented in section 7.2 and with results presented in chapter 9,
which ultimately led to the decision to apply a different bias correction to
the Gilliss data for close ranges. However, the overall difference in
magnitudes between the rainfall rates measured by the Researcher and the
other two radars are not entirely consistent with the results presented
in chapter 6 or chapter 9.

The comparisons presented in chapter 6, and those presented below in chapter
9, establish that any systematic calibration difference between the Oceano~
grapher and Researcher radar estimates, excluding range effects, must be
small; in fact, the best estimate of the difference is that the Researcher
radar gives about 0.5 dB higher estimates, in the mean, than the Oceanographer
radar. While the mean difference between the two radars for the collocated
comparison is in the right direction, it is substantially larger (2.5 dBR,
see fig, 26). The zero mean difference between the Gilliss and Researcher
radars for the collocated comparison is also somewhat inconsistent with the
conclusions presented in chapter 9, which establish that the Researcher radar
estimates are, in the mean, about 1.25 dB lower than for the Gilliss. The
difference between the Oceanographer and Gilliss radar rainfall estimates,
verified by the other analyses in this report, is about 1.5 dBR in the mean,
which is in reasonable agreement with the collocated comparison,
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In summary, and to put things in perspective, it is a remarkable achievement
to find that the calibrations, performed by different individuals, of two
radars (even collocated ones) agree to within 2-3 dB, Nevertheless, while
the sign of the average differences between the rainfall estimates from the
various radars is consistent for the collocated analyses versus the other
analyses presented in this report, the magnitude of the differences do not
entirely agree. It should be emphasized that the collocated analyses are
limited by the small number of samples. As previously illustrated in
figure 17, although the NOAA radars estimates normally agreed to within 1 dBZ
for the "total” overlap region, they occasionally disagreed by 2-3 dBZ., Tem
poral integration of the data will help reduce the error resulting from random
departures from the mean, but it is not likely that we will be able to
reduce the average error in the radar estimates much below 1 dB without using
independent "ground-truth" information. The largest excursions observed
probably correspond to periods when one radar estimate deviated low and the
other high. This coincidentally may have been the case for the two periods
of collocated measurements used to compare the Researcher with the other two
radars, Also, the dispersion of the errors about the mean for the Researcher
estimates might be expected to be somewhat larger than for the Oceanographer
estimates, since the variance of the transfer function is slightly higher for
the Researcher radar (sec. 3.2). Because of the small sample, great weight
cannot be attached to the collocated analyses, but they do serve as another
important consistency check on the overall calibration of the radar systems,

9. VOLUMETRIC WATER DISTRIBUTION COMPARISONS WITHIN FIXED GEOMETRIC AREAS

As described previously, it was necessary to merge data from all four C-band
radars during Phase III in order to map acccurately the rainfall over the total
B-scale array. Once the edited Cartesian coordinate data became available for
all four radars (the last data set was received at CEDDA in early January
1977), plans were initiated to verify the quality and consistency of the
multiple data sets before the merging process, Preliminary assessments of the
Cartesian reflectivity data from the Gilliss and Quadra radars, based on visual
inspection of microfilms and volumetric-water time series, indicated that an
additional independent editing and preprocessing routine was needed to resolve
isolated problems for these radars. Specifically, software was designed to
take certain corrective action when flags relating to particular arrays were
set (Patterson et al. 1979). These corrective actions, which could be applied
to an individual radar as appropriate, consisted of: (1) elimination of
"noisy” or otherwise bad scans, (2) maximization of reflectivities over two
consecutive instantaneous scans when significant data degradation resulted
from inaccurate antenna stabilization, (3) zeroing of sea clutter for no
rain or very light rain cases, and (4) elimination of background radio-frequency
noise by specifying a threshold reflectivity value below which an assignment
of zero reflectivity was made. The specific actions that pertain to each
radar, and the number of individual scans for which specific corrective
actions were taken, are given by Patterson et al. (1979),

After the isolated problems described above were resolved, an approach was
sought to ensure that the calibrations of the four radars were internally
consistent and that the overall calibrations generally agreed with the ship-
board rain gages. Comparisons presented in chapter 6 support the conclusion
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that any systematic difference in the calibration of the two NOAA radars must
be small, probably within 0.5 dBZ. However, the collocated analyses presented
in chapter 8, based on a very small sample, suggested that the magnitude

of the difference between the Researcher and Oceanographer might be larger.
The collocated analyses further indicated that the difference between the
Researcher and Gilliss was not entirely consistent with the collocated com
parison of the Oceanographer and Gilliss, when the results from chapter 6 are
considered,

Because of the small sample, great weight cannot be attached to the results
from the collocated analyses; therefore, an approach was sought that would
enable a large data sample to be used for intercomparing the four radars
and for comparing rainfall estimates from the individual radars to measurements
from selected shipboard rain gages within radar range. The approach adopted
basically consisted of comparing the volumetric water distributions within
geometric areas that were optimally located relative to the radars being
compared. For the radar rain-gage comparisons, the geometric areas were
centered on the rain gages (ship positions) selected for "ground truth" verifi-
cation. These comparisons included data from all matching periods during
Phase III. Because the Oceanographer radar developed a serious antenna
stabilization problem on September 8, 1974, only data from the first 9 days
of Phase III were used for comparisons with the Oceanographer. Figure 27
illustrates the geometric areas that were used for the various comparisons.

The large boxes, Nos. 5, 12, and 13, were used for intercomparing the volu-
metric water distributions obtained from the four radar data sets. All other
boxes were used for the radar rain-gage comparisons. A brief description of
the computer software, used to extract the radar reflectivity distributions
for the various geometric areas, and the results of the volumetric water
comparisons are given in sections 9.1 through 9.5.

9.1 Reflectivity Frequency-Distribution Software

A computer program was designed to extract and classify the instantaneous
Cartesian reflectivity values from any specified rectangle lying totally within
the field of view of a particular radar. The software included an algorithm
to correct the reflectivity data from the three U.S. radars for atmospheric
attenuation, since this had not previously been done. As discussed in section
7.1, atmospheric attenuation corrections were applied electronically to the
Quadra data before they were recorded.

The computer program was set up to accumulate the frequencies within 2 dBZ
classes over an inclusive period specified by start and stop times. Such
accumulated frequency distributions for Phase III and for the 14 boxes illus-
trated in figure 27 form the basis for the volumetric water comparisons
presented in the rest of this chapter.

9.2 Radar-to-Radar Comparisons Before Bias Adjustments
From the instantaneous—reflectivity frequency distributions, accumulated for

Phase III over the specified boxes (fig. 27), volumetric water distributions
were computed using the following relation:
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Ryg =83 Ry (32)

where Rv' is the volumetric water for the ith reflectivity class, fi is the
number o% 4=km x 4-km_elements within the reflectivity class, and R; is the
rainfall rate (mm hr °) corresponding to the ith reflectivity class. Sub-
stituting eq. (9) into eq. (32) gives

R,y = 0.013 (f; z,0:8) | (33)

6

where Zi is the reflectivity (mm m—3) corresponding to the ith reflectivity

class,

Figure 28 gives plots of volumetric water (R;) versus rainfall rate [and
reflectivity (dBZ)] derived from the applicable radar data for boxes 5, 12,
and 13 (fig. 27). The center panel of figure 28 provides a direct comparison
of Quadra and Oceanographer data within a common box (No. 5) located between
the two radars. Similarly, the lower panel gives a direct comparison between
the Researcher and Oceanographer radars. Because of the large distance
between the Gilliss and the other three radars, accurate comparison of the
Gilliss radar data with those from one of the other radars, within a box
common to both, was not feasible. However, the volumetric water distribution
for box No. 12, which was optimally located relative to the Gilliss, was
derived (upper panel, fig. 28) for the purpose of making general comparisons
with the curves from the other radars, To facilitate comparison with the
other curves, the ordinate values for the Gilliss curve were scaled by a
multiplicative factor equal to the ratio of the lengths of the analysis
periods; i.e., 9 days/20 days = 0,45,

Table 12 gives the total volumetric water for all reflectivity classes,
obtained by summing the values for the 2-dBZ classes plotted in figure 28, i.e.

Rog =2 Ryy =T £5R;y (34)

where th is the total volumetric water.

From examination of the volumetric water distributions given in figure 28 and
the total volumes of water given in table 12, without bias adjustment, several
conclusions can be drawn. First, the Quadra value for box 5 is almost three
times larger than the Oceanographer value. The distributions shown for box
5 suggest that this discrepancy is not uniform for all reflectivity magnitudes
and tends to be greatest in the midrange of reflectivities. Second, the
volumetric water totals and distributions from the Oceanographer and Researcher
radars can be considered in very close agreement, bearing in mind the differ—
ences in range performance characteristics of the two radars. This supports
the results from chapter 6 and further confirms that the apparent discrepency
between the Researcher and Oceanographer measurements during their brief
collocation (sec. 8.2) was an anomalous result. Finally, although definite
conclusions cannot be reached concerning the calibrations of the Gilliss
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Figure 28.--Plot of volumetric water in 2-dBZ classes, before bias adjustments;
derived from the instantaneous Cartesian reflectivity data by
accumulating those values within selected boxes used to intercom-
pare the data from Phase III.
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Table 12.--Comparison of total volumetric water estimates
within boxes 5, 12, 13 (fig. 27), as derived
from the C~band radar measurements before and
after bias corrections,

Volu?etric water

(km“*x mm/4,0)
Without bias With bias
Box Radar Analysis period ad justment ad justment
5 Oceanographer { 92,200 154,000
First 9 days
5 Quadra of Phase III 254,000 181,000
12 Gilliss All of Phase III 379,000 455,000
( =20 days)
13 Oceanographer 123,000 205,000
First 9 days
13 Researcher zof Phase III 108,000 164,000

radar relative to the other radars, since the analysis domain is not common
with another radar, the following observations can be made: (1) the shape
of the Gilliss volumetric-water distribution curve corresponds more closely
to those from the Researcher and Oceanographer than to the Quadra curve,
and (2) if we assume that the "true” rate of water production was roughly
equal in boxes 5, 12, and 13, then the total accumulated volume of water
should be directly proportional to the number of days in the analysis
period (this assumption was made in scaling the Gilliss curve by the 0,45
multiplicative factor); however, from table 12 we see that (9 days/20 days)
x 379,000 = 170,550, which gives a magnitude approximately 1.7 dBR larger
than the average of the Oceanographer and Researcher values in box 13.

This result is consistent in sign, and approximately equal in magnitude,

to the difference derived from the Oceanographer/Gilliss collocated
analysis (see fig, 26).

9.3 Radar-to-Gage Comparisons Before Bias Adjustments

Accumulated rainfall depositions for Phase III were also calculated,
using eqs. (33) and (34), for the 11 smaller boxes shown in figure 27. These
accumulations were then divided in each case by the appropriate Zfi to obtain
mean rainfall rates in mm hr~ » which could then be compared to those based
on measurements from the shipboard rain gages, The various size boxes were
selected for the comparisons as follows: 16-km x 16~km boxes were used for
comparing a radar estimate with a rain gage aboard the same ship, except a
larger 40-km x 40-km box was used for the "collocated" Quadra/rain-gage
comparison, because Quadra data were not available for ranges inside 16
km. (See Patterson et al., 1979, sec. 3.3.) The 28-km x 28-km boxes were
used for comparing the radar estimates with the rain-gage measurements on
remote ships. These relatively large areal averages were compared with the
shipboard gage catches to smooth out the potential errors that may result
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from the combination of gradients in the rainfall fields and data navigation
inaccuracies, Although the radar data are being smeared considerably in

space, the "box" estimates, when averaged for all Phase III data, should be
useful for deducing the approximate mean differences between the radar and
gage measurements. More accurate location of the gage/radar data has enabled
the two types of measurements to be compared with less smoothing in chapter 11.

Table 13 compares the mean rainfall-rate estimates from the radars and the
gages for the various boxes. The Gilliss radar was compared only to the
Gilliss gage, since the closest remote gage was approximately 175 km away
(fig. 27). From comparison of the Radar1 estimates with the gage rates, we
see that the Quadra radar rates were consistently larger than the gage rates,
while the Researcher and Oceanographer radar rates were consistently lower.
Although the Gilliss radar estimate is 1.1 dBR higher than the Gilliss gage
measurement at the radar origin, the range performance curves presented in
figure 24 suggests that the Gilliss radar would overestimate only at very
close ranges. Therefore, it appears that the Oceanographer and Researcher
radar estimates, and probably the Gilliss estimates except at close ranges,
are low relative to the selected "ground truth;"” however, the Quadra
estimates are high.

9.4 Tentative Bias Corvections and Radar-to-Radar
Comparisons After Bias Corrections

We tentatively conclude that the Oceanographer and Researcher radar rainfall
estimates were biased low by approximately 2,2 dBR (2,75 dBZ) and 1.8 dBR
(2.25 dBZ), respectively, based principally on (1) the radar-gage comparisons
shown in table 13, with most weight being given to the gage measurements at
the radar origins; (2) the unad justed volumetric water comparisons in box
13 (see table 12 and fig. 28); and (3) the results presented in chapter 6,
especially figure 18, Although not initially obvious, the results from (2)
are consistent with those from (1) and (3). Because the Researcher inten—
sities underwent range degradation of roughly 1 dBR (see fig. 24 using a
range of 115 km--the distance from the Researcher to the centroid of box 13),
the unadjusted Oceanographer estimate from (2) is about 0,5 dBR larger than
the corresponding Researcher estimate,

We further concluded, primarily based on the Gilliss radar rain-gage com
parison (table 13) and the Gilliss range performance curve (fig. 24), that
the Gilliss rainfall estimates were biased high by approximately 0.8 dBR
(1.0 dBZ) within ranges of, say, 25 km., This positive bias at close
ranges was traced to a shift register problem in the digital integrator
by Spiros Geotis at MIT. Conversely, based on the volumetric water
comparison (sec. 9.2) and the collocated comparison between the Oceanographer
and Gilliss, we tentatively concluded that the Gilliss radar rainfall esti~
mates would be biased low by approximately 0.8 dBR (1.0 dBZ) at ranges
greater than 25 km.

From examination of table 13, it can be seen that agreement between the
radar rates, from the Researcher, Oceanographer, and Gilliss, and the rain-
gage rates was significantly improved in all cases by the bias adjustments.
In fact, all differences are reduced to well within 1.0 dBR.
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Table 13.--Comparison of Phase III mean radar-rainfall measurements,
for boxes in fig, 27, with those based on shipboard rain=-

gage measurements for matching periods,

Without bias With bias Difference
ad justment=-- adjustment—-— (dBR)
Radar; estimate Gage catch Radar, estimate Radar
2
10 log{ — <2 }Box
Gage
(mm/hr) (mm/hr) (mm/hr)
Quadra Meteor Quadra
0.74 0.45 0.51 0.54 1
Quadra Quadra Quadra
1.29 0.50 0.70 1.46 4
uadra Oceanographer Quadra
0.57 0.34 0.40 0.71 7
Quadra Dallas Quadra
1.05 0.55 0.79 1.57 14
Researcher Meteor Researcher
0.22 0.40 0.33 -0.84 2
Researcher Oceanographer Researcher
0.22 0.34 0.33 ~0.13 8
Researcher Researcher Researcher
0.32 0.48 0.48 0 9
Oceanographer Quadra Oceanographer
0.13 0.18 0.21 0.67 3
Oceanographer Oceanographer Oceanographer
0.20 0.34 0.33 -0.13 6
Oceanographer Researcher Oceanographer
0.43 0.60 0.72 0.79 10
Gilliss Gilliss Gilliss
0.78 0.60 0.65 0.35 11

After adjusting the reflectivity data by +2,75 dBZ, the volumetrie water dis-
tribution curve for the Oceanographer was rederived as described in section 9.2,
Then, the new Oceanographer distribution was plotted on the same diagram with
the old Quadra distribution (fig. 29). Comparison of the two distributions
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shows that they now agree well in both tails, but there remains a large discre-
pancy in the midrange. It was clear from the Quadra radar/rain-gage comparisons
that the Quadra radar estimates were consistently too high (table 13). However,
it was equally clear that a constant reduction (in decibels) over the dynamic
range of the distribution was not appropriate, since this would result in the
Quadra peak intensity estimates being significantly below those from the

other three radars. If anything, we would expect the peak intensity estimates
from the Quadra radar to be the highest, since it had the narrowest beam

width (table 2) and thus, theoretically, the best capability to resolve the
intense convective cores. The reason this did not prove true in practice

was postulated to result from a problem with the receiver/digital-processor
transfer function, the polar to Cartesian rectification, or both. While

the source of the discrepancy could not be isolated, it was verified that

the Quadra calibrations were essentially invariant for all of Phase III.
Therefore, Geoffrey Austin, McGill University, concurred with us that the
Quadra reflectivity values should be shifted to bring the Quadra volumetrie
water distribution into approximate agreement with the Oceanographer volu-
metric water distribution. It was essential that the calibrations of all

four C-band radars be consistent during Phase III, enabling coherent merging

of the data sets required for the derivation of the final rainfall estimates.

The procedure adopted for "mapping” the Quadra reflectivities into approxi-
mate agreement with the Oceanographer's consisted of first determining the
ratios of the ordinate values given in figure 29, at the constant reflecti-
vity levels indicated by the plotted points. Next, these ratios were
converted to dBRs and then to dBZs, Finally, the differences in dBZs were
rounded off in the direction of the Quadra data, normally to the nearest
1 dBZ but occasionally to 0.5 dBZ when this produced a smoother final curve.
In other words, since it was conceivable that the "truth" fell somewhere
between the Quadra and Oceanographer (but probably closer to the Oceano-
grapher), we rounded in the direction that would minimize the amount that
the Quadra values had to be shifted.

Table 14 gives the original reflectivity levels for the Quadra radar and
those subsequent to the adjustments using the Oceanographer—Quadra dBZ
differences, determined as deseribed in the preceding paragraph. The dif-
ference between the original and the adjusted levels is zero below 25 dBZ
and above 42 dBZ but reaches a maximum of 3.5 dBZ at 34 dBz.

Using the adjusted reflectivity levels for the various radars, the volu-
metric water distribution curves and the total volumetrie water for boxes
5, 12, and 13 were rederived. The total water volumes, adjusted for biases,
are included in the last column of table 12. The revised water distribution
curves are shown in figure 30. Once again, the Gilliss curve was scaled by
the 0.45 multiplicative factor to approximately compensate for the longer
analysis period. The total water values appearing in table 12 for the
Gilliss, however, have not been scaled by this factor and represent estimates
of the water totals for the full 20~day period in Phase III.

As discussed above for the Gilliss, Oceanographer, and Researcher, the radar
estimates for the selected boxes used for comparison with the shipboard rain

gages were rederived after the reflectivity levels were ad justed for the
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Table 14.--Original and adjusted Quadra radar reflectivity levels (dBZ)

Original* Ad justed
< 15%* 0
T 16 16

17 17
19 19
22 22
24 24
26 25
28 26
30 27.5
32 29
34 30.5
36 33
38 35.5
40 38
42 41
44 44
46 46
48 48
50 50
52 52
54 54

*Because of a transcription error, the original translation table provided
by MeGill University gave 2 dBZ higher original values than those shown here,
This difference is not included because it resulted from an inadvertent
error and not a system calibration bias. The adjusted reflectivity levels
are the same as those included with the documentation for the archived
data (G. Austin, 1977).

**Many of the reflectivity values at 15 dBZ or less are contaminated by radio
frequency (RF) interference and were therefore set to 0 dBZ.

estimated biases. Similarly, this was done for the Quadra radar and the
revised estimates for all four radars are contained in table 13,

Examination of figure 30 reveals that the water distribution curves for
the Oceanographer and Researcher for box 13 and the Gilliss for box 12 are
now in close agreement. The fact that the total water volume estimate
from the Qceanographer radar is about 1.0 dBR higher than the estimate
from the Researcher (table 12) can be attributed to degradation with range
of the Researcher radar estimates, as explained previously, Comparisons for
these three radars with the shipboard rain gages (table 13) also confirmed
that they were in reasonably good agreement with the selected "ground truth”
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AFTER BIAS ADJUSTMENTS
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Figure 30.--Same as figure 28 for the water distribution curves from the
various radars after bias adjustments,
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catchments., However, the comparisons with the rain gages (table 13),
consistent with the volumetric water distribution comparison in box 5 (fig.
30), show that the Quadra radar estimates are still consistently high by
approximately 1.0 dBR. Whether the Quadra estimates remain high because
the midrange reflectivities were not scaled down sufficiently (as fig., 30
would indicate if you believe the Oceanographer curve), or whether some
other explanation exists, was not clear at this point in our ‘intercompari-
son analyses. Regardless, the discrepancy was not believed to be too
serious, since all radars at this point agreed, in the mean, to within
about 1 dBZ. The question of whether the Quadra data should have an
additional adjustment is examined in section 10,1,

9.5 Conclusions From Volumetric Water Comparisons
and Mean GATE Distributions

As became apparent in sections 9.2, 9.3, and 9.4, the software described
in section 9.1 proved to be a powerful means for deriving reflectivity
distributions over specified space and time domains for the purpose of
intercomparing radars, as well as for comparing radar estimates to selected
"ground-truth" gage catchments. In fact, this comparison method ultimately
provided the essential ingredients in the determination of the tentative
bias corrections enumerated in section 9.4. These bias corrections will
be summarized and verified in chapters 10 and 11.

To provide a standard of reference for ourselves and other investigators,
a best estimate of the "true” rain-rate distribution produced by the Phase
IIT convection in the B-scale was obtained by pooling the reflectivity
data (adjusted for biases) from the Oceanographer and Gilliss radars.,
Figure 31 shows the resultant relative-frequency distribution of the nonzero
reflectivities in dBZ classes and the percent of the total rain water
produced by each reflectivity class. As illustrated in figure 31, 50
percent of the rain was produced by instantaneous rain rates between about
3 and 30 mm hr ', The distz%butions show that rarely did the reflectivities
exceed 50 dBZ, or 130 mm hr » @ critical level above which rainfall attenua-
tion in the C-band can become quite serious (sec. 7.1),

10.  MEAN BIAS CORRECTIONS USED IN DERIVATION OF FINAL RAINFALL ESTIMATES

10.1 Verification of Quadra-Oceanographer Relative Bias
Through Comparison of Instantaneous Reflectivity Fields

As discussed in section 9.4, a question still remained whether the Quadra
instantaneous radar reflectivities should be further adjusted in the midrange
of intensity levels to bring them into closer alignment with the Oceanographer
volumetric-water distribution curve (fig., 30) and with the "ground truth"”
measurements for selected gage catchments (table 13); or whether the apparent
small bias which remained after inclusion of the larger bias adjustments
described in section 9.4 should be ignored during the merging process to
obtain the final rainfall estimates. To help resolve this question,
selected instantaneous reflectivity contours from the Oceanographer and Quadra
radars were compared. Examples of two of these comparisons are shown in
figures 32 and 33.
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From comparison of the reflectivity contours (figs. 32 and 33), it does not
appear that the Quadra instantaneous reflectivities should be lowered further
in the midrange. In fact, the structure of the fields agree very well for
all of the displayed reflectivity levels., The reflectivity contours from
the two radars on July 30 are almost identical (fig. 32). The data on
July 30 were collected when the Oceanographer was located only 40-km due
west of the Quadra; thus, both radars were viewing the echoes within
optimum ranges and in approximately equal directions. Based on these
comparisons, we concluded that the adjusted Quadra reflectivity levels
given in table 14 are quite valid for use with the Quadra instantaneous
Cartesian data, at least for Phase III, which was the only Phase for which
Quadra data were considered in the rainfall analysis at CEDDA.

10.2 Synopsis of Bias Corrections for All Four Radars

The bias corrections that were tentatively selected for our final rainfall
analysis are summarized in table 15. These bias corrections reflect all
of those enumerated in section 9.4, and an additional 1-dBZ reduction that
was applied to the Quadra hourly rainfall estimates before they were merged
with those from the other C-band radars to obtain the final rainfall estimates
during Phase III (Patterson et al., 1979). As was concluded in section 10.1,
the adjusted Quadra reflectivity levels given in table 14 appear to be the
best estimates for use with the instantaneous Cartesian data from the Quadra
radar. However, the volumetric water estimates obtained from the Quadra
data using table 14 are about 1 dB too high relative to the Oceanographer
radar (table 12) and relative to the shipboard rain gages (table 13).

The merging procedure for Phase III required that the instantaneous rain-
fall estimates from the individual radars first be integrated to obtain
hourly estimates, which were subsequently merged (Patterson et al., 1979).
Therefore, a convenient and reasonable method for removing the remaining 1-dBZ

Table 15.--Synopsis of systematic bias corrections used to adjust the data
from the C-band radars as part of the derivation of the final
rainfall estimates

Oceanographer Researcher Gilliss Quadra
+2.2 dBR (+2.75 dBZ) +1.8 dBR (+2.25 dBZ) Ranges < 25 km *

-0.8 dBR (-1.0 dBZ)

Ranges > 25 km
+0.5 dBR (+1.0 dBZ)

*The Quadra instantaneous reflectivities were adjusted as shown in table 14, and
the hourly rainfall estimates were lowered by an additional 0.8 dBR before the
merging process.
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bias in the Quadra rainfall estimates consisted of lowering the hourly estimates
0.8 dBR (1 dBZ) before they were merged with the data from the other radars.,

Why the additional 0.8-dBR correction was needed for the integrated rainfall
estimates from the Quadra radar is not clear. Possibly it stems from the
fact that the Quadra radar echoes sometimes covered slightly more area than,
for example, did the Oceanographer radar echoes, although this is not obvious
for the echoes shown in figures 32 and 33 that were bounded by a threshold
of 25 dBZ. The polar to Cartesian rectification procedure used for the
Quadra did tend to smear the echoes somewhat more than did the procedures
used for the other three radars. Regardless of the origin of the residual
bias, the adjustment was needed to coherently merge the rainfall estimates
during Phase III. All biases as summarized in table 15 are verified through
comparisons with "ground truth” in the next chapter,

11. VERIFICATION OF BIAS CORRECTIONS

To verify the validity of the biases summarized in section 10.2, the only
source of "ground-truth"” measurements was once again considered; i.e., the
shipboard rain gages. In section 11.1, the refined rainfall estimates from
the individual radars are compared with rain-gage measurements from all
ships within the field of view of the various radars. These comparisons
differ in two respects from those made in section 9.3: (1) they include
more gages, and (2) the data were navigated more accurately based on the
high resolution "re-navigated" ship positions (Seguin and Crayton, 1975),
The rain-gage data were taken from those published by Seguin and Sabol (1976)
and Seguin and Crayton (1977). Data were available from two or more gages
for some ships. For these cases, the maximum of the gage values was usually
selected for comparison with the radar estimates, since most potential
sources of gage error produce deficit gage catches (sec. 12.2).

Another question to be answered is whether new biases were introduced
when the data from the various radars were merged to quantitatively cover
the B-scale array (Patterson et al., 1979) or if residual biases remained
after the merging process. Sections 11.2 and 11.3 deal with gage—to-radar
comparisons of the Phase-mean and daily rainfall rates, respectively, using
the merged radar estimates.

Finally, gage-to-radar comparisons are made between hourly rainfall rates
from the refined NOAA radar estimates and from the collocated gage catches
(sec. 11.4). Although it was realized that the scatter would be large for
the hourly comparisons, our objective was to determine if any residual
biases remained throughout the dynamic range of the hourly rates.

Even for averaging periods as long as a Phase, it is difficult to relate rain
estimates from radar to point estimates from isolated gages, However, some
information can be gained about the accuracy of the radar estimates from such
comparisons if the large spatial variabilities and the impreciseness with
which the radar precipitation fields can be positioned are considered. Some
of the factors that potentially limited the precision with which the ship-
board rain gages could be absolutely positioned in the radar fields follow:
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l. Uncertainties in the ships' estimated positions“were sometimes 1=2 km,

2. Time-variant antennae azimuth errors, usually small, may have occasion-
ally become significant.

3. Data resolution prevented navigation of individual radar fields to
better accuracy than 2 km.

4. The merging of fields from two or more radars could further deteriorate
the navigation accuracy for parts of the B-scale array.

5. Areas that were obstructed by the ships' superstructures in the individual
NOAA radar scans sometimes were filled by data from the same radar, 15-

min removed (Richards and Hudlow, 1977), or from another radar as part
of the merging process.

6. Wind shear between beam level and the surface could cause the precipi-
tation to drift laterally and reach the surface a significant distance
from the point of radar observation.

None of the above six factors would have a significant impact on the accuracy
of the rainfall estimates, except on those applications requiring extremely
accuratg absolute location of the radar data and/or gage data; for example,
"point”’ estimates are needed in order to make comparisons between radar obser-
vations and the individual gage catches.,

Considering the large spatial variability inherent in conveetive precipita-
tion and the six factors enumerated above that affect the precision with
which the rain gages can be positioned relative to the radar fields, it seems
likely that the positional error can be as large as 4 km. To minimize the
errors resulting from positional uncertainties (Hudlow and Patterson, 1979),
each "point"” radar estimate, for the gage—to—radar comparisons of the Phase-
mean rates or accumulations (sees. 11,1, 11.2, and 12.2), was determined as
follows: (1) a set of four, 4-km x 4~km data bins, consisting of the one
containing the Phase-mean ship (gage) position plus the three nearest neigh~
boring bins, was determined, and (2) from this set, the radar rainfall value
in closest agreement with the rain-gage catch was selected as the appropriate
estimate,

Because of the even larger spatial gradients existing in the daily isohyetal
maps, compared to the Phase maps, it seems likely that the errors resulting
from positioning uncertainties of the rain gages relative to the radar fields
would be somewhat greater for the daily scale. Consequently, an analogous
procedure to the one used for the Phase comparisons was adopted for the daily
radar-to-gage comparisons (sees. 11,3 and 12.2), except the optimizing was
done by selecting the best-matched radar data bin from a set of nine bins, as
opposed to the set of four used for the Phase comparisons (Hudlow and Patter-

>"Point" radar estimates in the context of this report refer to the values
for the elemental 4-km x 4-km data bins.
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son, 1979). The 9-bin set consisted of a central bin containing the daily-
mean ship (gage) position plus the eight surrounding bins.

11.1 Comparison of Phase IIT Mean Rainfall Rates
From Individual Radars with Gage Catches

Radar-to-gage comparisons were made between the Phase III mean rain-rates
from the four C-band radars and those from rain gages for all ship stations
underneath the umbrellas of the various radars. (See Hudlow, 1977b, for
approximate ship locations.,) Table 16 summarizes these comparisons. The
radar ranges to the remote gage locations are also given in table 16, so

curves (sec, 7.2).

The average difference (dBR) between the gage and radar estimates for all
gages within 175=km range, excluding the Vanguard gage, are given at the
bottom of table 16, The Vanguard gage measurement is believed to be
erroneously high (Hudlow, 1977b).

Based on the results shown in table 16, it appears that the systematic
biases, as previously assessed for the individual radars (sec, 10,2), are
quite valid, The average difference between the gages and the Gilliss radar
(+1.14 dBR) is the only one of the four radar-to-gage differences being
sufficiently large to indicate a potential residual bias. However, even
for this radar, closer examination of table 16 reveals that: (1) the average
difference is significantly weighted by the Meteor and Bidassoa gages,
which are located at quite far ranges, and (2) the collocated Gilliss-
radar/Gilliss-gage comparison is within approximately 0.5 dBR and with
opposite sign, These results, therefore, do not suggest a residual bias
when one takes into account the range performance characteristics of the
radar (sec. 7.2).

11.2 Comparison of Phase-Mean Rainfall Rates
From Merged Radar Data with Gage Catches

Figure 34 is a secatter diagram that summarizes the results of the compari-
son between the Phase-mean rain rates from the final merged radar data, and
the B-scale shipboard rain gages, for all three Phases of GATE. The plotted
numbers give the frequency of radar-gage pairs falling within the 2-dBR
classes delineated by the vertical and horizontal lines. The rainfall
rates are averages over the Phases expressed in mm hr™* and in dBR, where
dBR = 10 log (R).

Examination of figure 34 shows that for 18 out of the 24 comparisons the
radar and gage values fall within the same class and that the other 6 are
within one class, More importantly, there is no evidence of residual
Systematic biases as a result of the merging process, at least not for the
Phase time scale,
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Figure 34,--Scatter diagram of the Phase mean radar-rainfall estimates

versus those from rain-gage measurements at all B-scale
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Figure 35.--Scatter diagram of daily mean radar-rainfall rate estimates
versus those from rain~gage measurements for all days in GATE
using rain gage data from stations maintained by the Gilliss,
Oceanographer, and the Meteor. The numbers give the frequencies
with which the estimates fall within the indicated classes.

The class intervals are 2 dBR, except 3 to 5 dBR classes are used below
=5 dBR because of poor resolution in the rain—-gage data at light rain rates.
The percentage of the gage and radar values that are within the same class,
and within one class, are 71 percent and 93 percent, respectively, While,
as expected, the scatter for the daily scale increased over that for the
Phase time scale (fig. 34), no residual systematic biases are apparent for
either scale,
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11.4 Comparison of Hourly Rainfall Rates From
NOAA Radars with "Collocated" Gage Catches

Only collocated gage and radar data were used for the hourly comparisons.
This was accomplished by using the objective analysis model desecribed by
Patterson et al, (1979), which is a modified version of the one developed
by Hudlow et al., (1976), to obtain interpolated radar estimates at the
radar origin. These interpolated values could then be used for the "collo~
cated” comparisons with rain-gage data aboard the same ship.

The hourly collocated comparisons were made using the refined rainfall
estimates from the Oceanographer and Researcher radars, individually,
before the fields were navigated and merged. This approach virtually
eliminated the positional errors, which may be significant for the daily
and Phase comparisons of the remote radar and gage observations. However,
the interpolation errors accompanying the hourly radar estimates can be
large, since the closest observed data used in the objective analysis were
4 km from the radar origin. Hudlow et al., (1978) show that the mean
correlation radius (distance at which the autocorrelation coefficient first
diminished to e”l) i1s only approximately 4 km for GATE instantaneous rain-
rate fields.

Figure 36 compares the hourly time series of interpolated rainfall esti-
mates, from the Oceanographer and Researcher radars during rain periods,
with those from the shipboard rain-gage measurements., To isolate possible
biases for periods of significant precipitation, a scatter diagram of the
hourly radar-versus-gage estimates, determined by taking all hourly values
from figure 36 that exceed 2.5 mm hr~1 at the Oceanographer and Researcher,
is presented in figure 37.

Examination of figures 36 and 37 verify two important facts: (1) there is
no tendency for the radars to give unrealistic overestimates during heavy
rain events, which could occur if, for example, the wet-radome attenuation
correction procedure for the Oceanographer radar had introduced large errors,
and (2) no significant residual biases are apparent throughout the dynamie
range of the hourly rates.

11.5 Overall Validity of Bias Corrections

In summary, none of the analyses presented in section 11,1 through 11,4
suggests that any systematic biases remain between the radar estimates and
the shipboard rain gages taken as a whole, Therefore, in this sense,
the assessed biases, summarized in section 10.2, have been verified as
being completely valid. However, this does not preclude the possibility
of there being small biases within localized areas of the B-array, since
the limited number of gages allowed "ground-truth” checks at only a few
points within the array. Furthermore, the accuracy of some of the gage
measurements could certainly be questioned.

Potential errors in the shipboad rain-gage data also should be considered

when using them to assess the absolute accuracy of the radar estimates,
Signifiecant variability often is observed between measurements from differ—
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ent gages aboard the same ship, For example, the mean absolute percent differ—
ence, in daily collections, between the stern 1 gage and the bow gage on the
Gilliss was 18 percent (Seguin and Crayton, 1977). Furthermore, the difference
between the stern 1 and the stern 2 gages was 12 percent. As mentioned earlier,
the maximum gage catch was normally used for comparison with the radar estimates,
since most potential sources of gage error produce deficient gage catches

(sec. 12,2). The observed variability among the various gage records further
supports the appropriateness of matching the radar and gage pairs as described
above for the radar-gage comparisons.

The question of biases in the rain-gage data are explored further in section
12,2, Also, using the results from sections 11.2 and 11.3 and assuming that
the gage values are "truth," numerical expressions are presented in section
12,2 to summarize any absolute biases and to estimate the average expected
errors in the Phase and daily radar "point"” estimate. Then from these
results, and certain assumptions regarding potential errors that could become
significant at shorter time scales, a range of space and time scales,
expected to give equivalent accuracies to the daily "point" estimates, are
determined.

12. CONCLUDING REMARKS
12.1 Calibration and Intercomparison Procedures

The multifaceted procedures that were adopted to ensure that the GATE C~band
radars were accurately calibrated, relative to each other and to “ground-
truth,” have been described in foregoing chapters of this report., Some of
the specific calibration procedures used for GATE might not be appropriate,
or necessary, for other experiments. The procedures may vary as a function
of application, available intercomparison data, and with type and age of
radar installation. In general, all radar systems will require some type of
careful hardware calibration, and the radar rainfall estimates should be
compared with available ground-truth measurements to ensure that accurate
rainfall estimates are derived.

In most respects, the calibration procedures adopted for GATE were adequate
and comprehensive. It is difficult to see how any of the calibration and
intercomparison procedures described herein could have been eliminated from
the GATE radar program, without having incurred a risk of an overall loss in
quantitative accuracy. It was critical that the calibrations be checked,
even before the field Phases of the experiment, and that they be monitored
and validated throughout the key stages of the data collection and processing,

Indispensable calibration and analysis techniques were: (1) the pre-field
test (sec. 4.4), (2) the near real-time quality control through spot checks
of data via the shipboard minicomputer (fig. 2), (3) the analysis of variance
of transmitter outputs and receiver/digitizer input-output transfer equations
(sec. 3.2), (4) the system gain measurements with the standard horn method
(sec. 5.1), (5) the comparison of volumetric-water versus echo-area relation—
ships (sec, 6.3), (6) the evaluation of range effects (ch. 7), and (7) the
comparison of volumetric water estimates between radars and between radars
and gages (ch. 9),
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Another calibration procedure that should have been used during GATE would
have made use of the sun as a radio calibration source (Whiton et al., 1976).
This approach potentially would have been very useful for checking the antenna
orientation (azimuth and elevation). The antennas for the GATE radars were
slaved to the ships' gyrocompasses, and special vertical gyros were used for
the elevation references (fig, 2). Using the sun as an absolute reference
has obvious advantages for shipboard radar operations because of the lack of
a fixed land reference., Such a technique would be extremely valuable 1if it
could be used to detect biases in the azimuthal alignment and/or antenna
stabilization at an early stage.

The magnitude of the systematic biases for the U.S. radars ranged from
the +1.0 dBZ (Gilliss > 25-km range) to +2.75 dBZ (Oceanographer). The
reasons for these mean underestimates are not certain, but they probably
reflect biases that existed in the original estimates of average intensity
for the polar data bins, which in turn may have at least partially originated
from one or both of the following sources: (1) low reflectivity estimates
due to occasional strong reflectivity gradients within the polar bins
(Sirmans, 1972) and (2) power losses related to the receiver bandwidths
(Nathanson and Smith, 1972; Doviak and Zrinc', 1978)., It is difficult to
incorporate corrections for these effects directly into the radar equation,
since the first effect is dependent on the magnitude of the reflectivity
gradients (i.e. the meteorology) and the second effect is dependent on the
type of receiver and is difficult to evaluate for a logarithmic receiver,
The average magnitude of these two combined biases for the GATE radars and
rain-rate regime may have been 1 or 2 dB, however, which would essentially
explain the observed biases.

It is also possible that the biases for the NOAA radars partly resulted
from slight overestimates for the system gains (table 2)., This possibility
seems somewhat more likely for the Oceanographer radar, since the Oceanographer
reflectivity estimates were, in the mean, 0.5 dBZ lower than those from the
Researcher radar (before the bias corrections were applied). Furthermore,
while the antenna and radome for the Gilliss and Oceanographer radars were
identical, the gain estimated for the Gilliss from the standard horn measure-
ments (sec, 5.1) was 0.9 dB less than the gain estimate for the Oceanographer
(table 2)., This difference cannot be explained entirely by differences
resulting from "microwave plumbing” losses. Based on reexamination of the
gain measurements presented in chapter 5, it certainly seems possible that
the gain estimates for both NOAA radars could be in error by as much as
0.5 dB. A 0.5-dB error in gain would explain 1.0 dB of the total bias,
since gain appears as a squared quantity in eq, (1),

In arriving at the magnitudes of the systematic biases, considerable
weight was given to the comparisons between the Phase rainfall totals from
the individual radars and those from selected gages, Comparisons between
radar estimates and gage catches also were made for shorter time periods
(secs. 11,3 and 11,4); however, because the inherent noise in relating the
point measurements from the single in situ sensors to the much larger volume
measurements from the remote sensors increases with decreasing integration
time, no attempt was made to dynamically adjust the radar fields for
limited areas or times using gage calibrations. In fact, only time and space
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invariant bias ad justments, defined here as systematic bias adjustments, were
applied to the data sets from the individual radars. In addition, attenua-
tion corrections were applied as described in section 7.1,

Because of the large spatial and temporal gradients, it is always difficult
to establish the absolute accuracy of convective rainfall measurements, even
over land areas. At sea it becomes more difficult, since adequate independent
"ground truth” measurements are usually not available; especially for the
smaller space and shorter time scales. Most radar hydrologists accept that
comparisons made against a dense rain-gage network, within optimum range of
a land-based radar, often provide the best information for assessing the
accuracy of, and for calibrating, radar rainfall estimates. However, it
would not have been logistically feasible, if possible at all, to erect and
maintain a dense network of buoys instrumented with rain gages in the GATE
B-scale area. '

Although there were insufficient rain-gage data to use them for dynamic
calibrations, it was possible, with the analysis techniques described in
chapters 9 and 11, to use them as "ground truth" for identifying and verify-
ing systematic biases. In fact, the rain-gage data were indispensable for
this purpose, and even greater emphasis should be placed on improving the
shipboard rain-gage measurements for future experiments., Since the number
of gages will be few, every effort should be made to ensure that they are
optimally sited. Also, the gages should be automatic and record at a nearly
continuous frequency,

In addition to using the rain-gage data for assessing systematic biases,
they can be used to estimate mean errors in the radar rainfall estimates.
The assumptions that were made to do this, and a summary of the probable
accuracies of the GATE radar rainfall estimates, are presented in section
12,2,

12.2 Probable Accuracies of the GATE Radar Rainfall Estimates

Because the rain-gage observations can be in error, and since significant
variability (error) is encountered in relating the point measurements from
the gages to the much larger volume measurements from the radar (ch. 11),
it is difficult to assess the absolute errors in the final radar estimates
from comparisons with the individual shipboard rain-gage catches. It is use-
ful to summarize the observed differences between the radar and gage estimates,
however, If one assumes to a first approximation that the gage measurements
represent "ground truth" at the point of observation and that the effective
data positional uncertainties are largely eliminated by using the radar
value in closest agreement with the gage from the data bin sets as described
in sections 11.2 and 11.3, then these observed differences can be interpreted
as estimates of the expected error for the radar "point” measurements.

An evaluation of any overall residual biases in the final radar rainfall
estimates can be obtained by computing the following statistic for each Phase:

[Z(Gage)i - Z(Radar)i} x 100

(35)
Z(Gage)i
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Table 17.--Residual systematic bias evaluation between shipboard gage measure-
ments and final radar "point" estimates

percent differences
plus: radar < gage

Observation period minus: radar > gage
Phase I +5
Phase II +6
Phase III -4
All GATE +2

where the sum is over all B-scale ship stations (1). The results from this
computation are given in table 17, The estimated biases for the three Phases

are probably not significantly different from zero when one considers the
uncertainties that may accompany the estimates from both sensors.

It should be emphasized that the rain-gage records could contain systematic
biases, which are not reflected in the percentage differences given in table
17. 1In fact, most potential errors in shipboard rain-gage measurements tend
to result in deficit catches (WMO, 1962). Laevastu et al. (1969) and Reed and
Elliot (1977) suggest that the approximate magnitude of these deficits would
be less than 10 percent for suitable shipboard installations., For those GATE
ships that were equipped with two or more gages, the maximum gage value was
normally selected for comparison with the radar estimate, This tended to
minimize the effect of gage underestimates, resulting from bad gage exposure,
in the assessment of systematic biases in the radar estimates., The difference
between minimum and maximum gage values was frequently considerable. For
example, the maximum deviation between gages was observed on the Gilliss,
where there was consistently about a 20 percent greater Phase catch in one
of the stern gages than in the bow gage. The stern gages on the GATE
ships generally collected more rain than the mast or bow gages, This was
probably due to the sheltering effect provided by the stern exposure. The
standard operating procedure for the GATE ships was a drift and slow recovery
mode, with the bow maintained into the wind when possible.

Assuming no systematic biases exist in the gage records, an estimate of
the expected errors in the radar "point" rainfall estimates, for daily and

Phase periods, is given by the mean absolute percent difference between the
gage and radar values, i,e.
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(Gagei. - Radar, .)
Lz J

Gage x 100/N , (36)

J

where the sums are for all B-scale stations (i) used in the analysis and for
all Phases or days (j) during GATE; N is the total number of gage-radar
pairs. Table 18 gives this error statistic for the Phase and daily periods.

Because of the very large variability (scatter) observed in relating the
hourly gage and radar values (fig, 37), it is not feasible to use these
comparisons directly to assess the expected error for hourly "point" radar
estimates. However, as mentioned in section 11.4, the scatter plot does show
that no significant systematic biases exist between the radar and gage values
throughout the dynamic range of the hourly rain rates,

The error estimate for the l1- to 3~hr time scale was subjectively deter-
mined by assuming that, although the errors from such sources as variability
in the Z-R relationship (sec. 3.3) are locally correlated, for large enough
space and time scales the errors would behave as random. Therefore, by
averaging over more area, an equivalent accuracy to that for the "point"
daily estimates can be achieved for the shorter (l- to 3-hr) time scale,
Hudlow and Arkell (1978) experimentally show that potential error resulting
from variability in the exponent of the Z-R relationship would monotonically
decrease, for a given time scale, with increasing averaging area (their fig.
6). They also arrive at similar results for another source of error:
inadequate temporal sampling (their fig. 5). gheir results show that
averaging over areas as large as, say, 1000 km? ( = 1/4° x 1/4°) for the
3 h scale and 5000 km? for the 1 h scale should reduce the combined potential
errors from these two sources to levels significantly below that given for
the "point” daily scale in table 18. It is reasonable to assume that other
sources of error would behave similarly, and therefore it is logical to
expect that accuracies equivalent to those for the daily "point" scale
should be achieved for the 1-3 h time scales by averaging over 1000-5000 km?
areas (table 18).

Analogous arguments can be made with regard to error estimates for other
time and space scales. For example, if the correlation of errors in the
Phase "point" estimates weakens with relatively short spatial separations,
then averaging in space would reduce the 14 percent expected "point” error.
In fact, if the gage Phase totals, used as standards, contain no systematic
biases, then the error in the Phase-mean radar estimates certainly should
approach zero as the estimates are averaged over areas approaching the size
of the total B-scale array. It is possible, however, that small residual
biases could remain in localized areas of the B-scale array, since the limited
number of gages provided "ground-truth” checks at only a few points within the
array. Also, described above there could be systematic deficits in the
gage collections, averaging as much as 10 percent.

In conclusion, it is encouraging to note that both Lord (1978) and Thompson
et al. (1979) have found excellent agreement between the radar rainfall
estimates and those based on B-scale moisture budget analyses. Lord has
further demonstrated that the rainfall rates estimated from the Arakawa-
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Schubert convective parameterization model are also in excellent agreement
with the radar estimates., These findings are extremely significant, since
they reveal that the quality of the principal GATE data sets should be
adequate to achieve the central objectives of the experiment,
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