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GATE RADAR RAINFALL PROCESSING SYSTEM

Vernon L., Patterson, Michael D. Hudlow, Peter J. Pytlowany,
Frank P. Richards, and John D. Hoff

Center for Environmental Assessment Servicesl
Environmental Data and Information Service, NOAA, Washington, D.C,

ABSTRACT. As part of the GARP Atlantic Tropical
Experiment (GATE), quantitative precipitation obser-
vations, covering an array of ships centered at

8°30' N, latitude and 23°30' W. longitude, were

made during the summer of 1974 using four C-band
digital radars complemented by shipboard rain gages.
This report describes the system of programs that
was developed to derive rainfall estimates from

the individual radars, to correct these estimates

for such effects as atmospheric attenuation, to navi-
gate and merge the estimates from the individual
radars within a master array, and to integrate

the instantaneous estimates for hourly periods. The
resultant data, consisting of hourly rainfall amounts
for a Cartesian network of 4-km square data bins,
were archived both on magnetic tapes and microfilm,

A sample rainfall map is included. The quality of
the data is excellent and the problems identified in
the use of the data have been very few and minor,
leading us to believe that the precipitation proces-—
sing system was successful and that all crucial refine-
ments were made to improve the quality of the data.

1. INTRODUCTION

During the GARPZ

Atlantic Tropical Experiment (GATE), quantitative
precipitation observations, for an array centered at 8°30' N. latitude
and 23°30'W, longitude, were made using four C-band digital radars comple-
mented by shipboard rain gages. High—quality rainfall estimates were

derived for a master array somewhat larger than the GATE B-—scale array

(figs. 1 and 2). The data collection and validation of methods used to

1Formerly the Center for Experiment Design and Data Analysis,
Global Atmospheric Research Program,
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Figure 1. B-scale and master arrays and the location of the C-band radars
used in the rainfall derivations for Phases I and II of GATE.
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Figure 2. B-scale and master arrays and the location of the C-band radars
used in the rainfall derivations for Phase III of GATE.



convert the radar reflectivities from individual radars to quantitative
precipitation values have been explained elsewhere (Hudlow 1975, Hudlow et
al. 1976, Hudlow et al., 1979). This paper provides an overview of the
total rainfall processing system rather than a comprehensive development
of the various techniques. The conversion of reflectivity fields to
instantaneous precipitation values adjusted for attenuation, the process
of merging data from the individual radars, and the integration of the
instantaneous rates to obtain hourly precipitation totals will be discussed,
Figures 3 and 4 schematically illustrate the processing procedures
that are described in the following sections. A similar diagram, illus-
trating the processing steps used to obtain the input (Cartesian hybrid)

data for the NOAA radars, appears in Hudlow et al. (1976).

2. INPUT DATA
The input data consisted of Cartesian hybrid (PPI) scans3 (nominally
one scan each 15 minutes) derived from data collected with the two NOAA

C-band radars aboard the Oceanographer and Researcher for all three Phases

of GATE and were described by Hudlow (1976). Cartesian data, derived from
the Quadra radar (McGill University) described by G. Austin (1977) and from
the Gilliss radar (Massachusetts Institute of Technology) described by P.
Austin (1976), were included for Phase III. The Cartesian arrays, containing
mean equivalent reflectivity factors (dBZ) for 4-km x 4-km data bins,

provided a maximum radar range of over 200 km. The intensity resolution

34 scan in the context of this report is 360° of data arranged in a plan-

position-indicator (PPI) format.
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was 1 dBZ. NOAA and the universities agreed that the exchange of Cartesian
data, instead of polar coordinate data, would facilitate many processing
functions such as merging and intercomparing data. Figures 1 and 2 show
the positions of the ships from which the radar data were taken.

During the last 11.5 days of Phase II1, an antenna stabilization

problem on the QOceanographer resulted in significant degradation of the

instantaneous data. However, hourly estimates derived by a maximizatiom
averaging technique (Richards and Hudlow 1977) were adequate to serve as
input for the precipitation analyses.

The input data sets were generally "clean,” but a few problems did

exist. Specific problems will be brought out in subsequent sections.

3. CONVERSION PROGRAM
This program eliminated bad input data, converted reflectivity data
(dBZ) to rainfall rates (dBR), interpolated for missing data, applied

corrections, and checked the validity of the rainfall rate estimates.

3.1 1Input Cleanup
A few problems were known to exist with the input data from all ships.
Therefore, microfilms were examined and decisions to take various actions
for specific scans were made. For example, bad scans were dropped, sea

clutter was eliminated, and scans were checked for high noise values.



3.2 Conversion of Reflectivity Values to Rainfall Rates
The conversion of reflectivity4 to rainfall was based on the following
relationship:
R = 0.0132.0:8 | (1)

where R is rainfall rate in mm hr1

factor in mm6 m_3. Equation (1) is a mean GATE relationship based on the

and Ze is the equivalent reflectivity

pooling of the disdrometer data from shipboard and airborne platforms

(Austin et al. 1976). From eq. (1), we obtain
dBR = 0.8 dBZ + 10 logjy 0.013, (2)

where dBR and dBZ are rainfall rates and reflectivities expressed in

1 © 273 for rainfall rate and

decibels referenced to 1 mm hr * and 1 mm
reflectivity, respectively. As shown by Hudlow and Arkell (1978), varia-—
bility of the Z-R relationship is not a significant source of error for

the time and spatial scales being considered for GATE atmospheric budget

A
studies (> 3 hr, > 4000 km“). However, errors introduced by variabilities

in the Z-R relationship may become significant for smaller scales.

3.3 Objective Analysis "Center-Fill" Routine
To minimize the areal extent of the sea clutter, digital hybrid

scans were composited for the three U.S. radars using annuli from scans

AThe terms reflectivity and reflectivity factor are used interchangeably

in this report.



collected at the three lowest antenna tilt angles (Hudlow et al. 1976,
Richards and Hudlow 1977, P. Austin 1976). The tilt angles and range
extents for the three annuli used in the construction of the hybrids
were approximately 0.5°, r > 32 km; 2.0°, 16 km < v < 32 km; and 4,0°,
4 km < r < 16 km. Hybrid scans were not constructed for the Quadra
since data were not available for ranges inside 16 km (G. Austin
1977). Significant sea clutter rarely, if ever, existed in the Quadra
base-tilt data at ranges exceeding 16 km.

When all three of the lowest tilt scans were available for the
construction of hybrids, sea clutter contamination was eliminated from all
except the four closest Cartesian data bins surrounding the origin. 1In
addition to the intense sea clutter signals that persisted, "main-bang”
spillover and clutter from the ship's superstructure also contributed to
contamination of these four closest data bins. To obtain instantaneous
radar-rainfall estimates for the four inner Cartesian bins and at the
radar origin, an objective analysis model was developed.

The "center-fill" objective analysis model is similar to that
described by Hudlow et al. (1976). 1In the present model, however, the
time dependency terms were dropped from the polynomial interpolator because
subsequent testing of the original model showed that 15-min samples were
generally too far apart to adequately define the time history of the rain-
fall over very small areas. The analysis region for the spatial interpolator
remains the same as that used in the earlier study and is shown in figure 5,

With the omission of all time terms, the polynomial model given by
Hudlow et al, (1976) reduces to a quadratic expression equivalent to the
one investigated by Greene (1971) for rectifying radar fields from polar to

9



Figure 5.
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Cartesian coordinates. The quadratic function for this study can be written

as
ﬁ =a, +ax+ ay + a x2 + a y2 + a_ Xy (3)
1 2 3 4 S 67’

where R is the estimated or interpolated rainfall rate, x and y are
normalized Cartesian coordinate distances to the input data bins from

W

the radar origin, and the "a" coefficients are determined so that

N
r w.(R. - R,) (4)

is minimized. R.l and éi are observed and estimated rainfall rates, respec-
tively, w; are weights whose magnitudes are inversely proportional to distance
from the origin, and N is the number of data bins used to fit eq. (3);

N equals 32 for our application (fig. S5). The least-squares solution is
accomplished by using a reorthogonalization variation of the classical
GramSchmidt method (Jalickee et al. 1974).

The weights, w;, are given by

-B 3 R
wo=(d; )/ ¢ (@), (5)
where di are the normalized distances from the radar origin to the centers
of the input data bins. For the rainfall processing system, a 8 of 4.0
was empirically determined to provide 'optimal" interpolations. The large

g coefficient is consistent with the results of Hudlow et al. (1976) that

show the average correlation radius (lag where the autocorrelation coeffi-

11



cient decreases to e_l) to be only 4-8 km for GATE convective rainfall at
an instant in time. Exclusion of the time-dependency terms from the poly-
nomial model resulted in the selection of a considerably larger B8 than in
the 1976 study. That study, using test regions where interpolated values
were compared to observed values, pointed out a weakness of the model.
When there were large intensities and steep gradients somewhere within

a 24-km x 24-km analysis region but only light or no rain at the point

to be estimated, the model estimates tended to "overshoot” the observed
values. The severity of this problem is significantly reduced by fitting
the fields in dBR units, thereby compressing the dynamic range of the input
data. However, the dBR fit tends to underestimate any large rain rates

occurring at the points being interpolated. In practice, we found
that a good compromise consisted of using the dBR fit for dBR < 1.0 and
the R fit for dBR > 1.0, where dBR is an interpolated estimate from the

dBR fit. A threshold of 1.0 dBR corresponds to 1.25 mm hr—l.

3.4 Atmospheric Attenuation Corrections
An attenuation model derived by Hudlow et al. (1979), based on a mean
GATE atmosphere and an antenna elevation angle of 0.75°, was used to apply
atmospheric attenuation corrections to the U.S. radar data. The corrections

were given by the following polynomial:

A= 2,115 x 107%r = 4,340 x 107°r2 - 7,945 x 10783 + 2.595 x 107104 | (6)

where A is the total two-way attenuation (dBR) by water vapor and oxygen and

r is the slant range (km). These corrections were applied only to the

12



Gilliss, Oceanographer, and Researcher data. Atmospheric attenuation

corrections were applied electronically to the Quadra data before they
were recorded. The Quadra corrections were based on a midlatitude,

mean atmospheric sounding and are somewhat smaller than the corrections
applied to the other three radars. Table 1 gives examples of atmospheric

attenuation amounts from eq. (6) for several ranges.

Table 1.--Two-way attenuation in rainfall rate units (dBR)
by water vapor and oxygen for C-band radiation
propagating in a mean GATE atmosphere (antenna

elevation of 0.75° assumed)

Range (km) H,0 0, H,0 + 0y
10 0.1 0.1 0.2
30 0.25 0.35 0.6
50 C.4 0.55 0.95
70 0.5 0.7 1.2
100 0.65 1.0 1.65
150 0.75 1.3 2.05
200 0.8 1.5 2.3

13



3.5 Wet-Radome Attenuation Corrections for Oceanographer Radar

Generally, unless a radome skin is a very efficient water repellent
(hydrophobic) substance, water film buildup in moderate to heavy rainfall

will cause some attenuation in the C band. Because the Oceanographer

radar data were fundamental to the accuracy of the B-scale rainfall deriva—
tions during Phases I and II (fig. 1), corrections for wet-radome attenua-
tion were applied. (Wet-radome corrections were not added to any other
data.) Thirty-minute accumulations from rain gages were used to estimate
rainfall rates at the time of the scans, and attenuation values were
estimated from water film thicknesses given by an analytical model pre—
sented by Gibble (1964). (See also Hudlow et al. 1976 and Hudlow et al.

1979.) Empirical analyses, using the GATE Oceanographer radar and rain-

gage data, indicated that Gibble's model gave overestimates of attenuation

for the Oceanographer's radome (Hudlow et al. 1979). Accordingly, the two-

way attenuation estimates, obtained with Gibble's model, were reduced by
1.3 dBR. The revised amounts for various rainfall rates are given in
table 2. Since heavy precipitation occurred infrequently at the Oceano-—
grapher, wet-radome attenuation was seldom a significant factor. For
example, the estimates of wet—radome attenuation were less than 1.0 dBR
for more than 98 percent of the hours during Phases I and II (Hudlow et
al. 1979). The maximum correction of 4.7 dBR for wet-radome attenuation

was applied at 2145 GMT on July 7.

14



Tahle 2.~-Two-way attenuation in rainfall rate units (dBR) at
30°C caused by water film buildup on the Oceanogra-—

pher's spherical radome vs rainfall rate

Rainfall rate (mm/hr) Attenuation
2.5 0.0
5 0.4
10 1.0
20 1.8
40 2,75
80 4.0

3.6 Intervening Rainfall Attenuation Corrections
Geotis (1977) derived a relationship between attenuation coefficient
and reflectivity using electromagnetic theory and drop—size measurements
made on the Gilliss during GATE. The relationship for two-way attenua-

tion expressed in terms of rainfall rate using eq. (1) is

vy = 1.6 x 1075 g1 , (7)

where v is the attenuation coefficient (dBR kmnl) and R is the rainfall
rate (mm hrml). The following computational form was used to apply the

corrections:

Z

r 4 1
3> = ‘10 g.i(dBRi')C/IOj
=1

dBR = dBR__ + (1.6 x 10~ iar o, (8)
C uc

i

[t
(%2}



- Akm ® ORIGIN

Figure 6. Sequence in which intervening rainfall
corrections were applied to the first 64
Cartesian data bins.

where dBRC and dBRuC are the corrected and uncorrected values expressed in

decibels referenced to 1 mm hr '

at some range (r), N. is the number of
finite path segments of length Ar (km) between the radar origin and the
value being corrected, and (dBRi)c is the corrected rain value in decibels
for the ith segment. Intervening rainfall corrections were first calculated
for the four data bins closest to the origin, then the next 12 closest

bins, then the next 20 closest bins, e*r., until all data were corrected.
Figure 6 shows the sequence in which the first 64 bins were corrected.
Figure 7 illustrates the segmentation of the path from the origin (0) -

to the bin centered at d. Rainfall rates were calculated for the points

16
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Figure 7. Schematic illustration of the segmentation of a path,
when applyinz eq. (8), from the radar origin (0) to a
point (d) at the center of a Cartesian data bin for
which the intervening rain attenuation is being calcu-

lated.

a, b, and ¢ by linearly interpolating between the rainfall rates for the
bins centered at ap and a,, b; and by, and ¢, and cy. The calculated rates
at the points a, b, and ¢ were assumed to be representative for the seg-
ments of length 2Ar. The rainfall rate for the bin centered at d was
assumed to be —epresentative for the segment of length Ar.

Geotis (1975) found that there was a practical upper limit, "certainly
less than 10 dB" (8 dBR), to the magnitude of corrections for intervening
rainfall attenuation which could be automatically applied. Our
attenuation correction procedure for intervening rainfall uses a cumulative

logarithmic function (eq. 8). This procedure will give unstable solutions

17



and result in unrealistically high correction values if the initial data

fields are erroneously high or if the coefficients in eq. (7) are significantly
in error. Actually, our maximum attenuation corrections (atmospheric +

wet radome + intervening rainfall) reached 8 dBR only in isolated cases

at a few points in the most intense rainfall fields. If erroneous,

corrections of this magnitude would likely have resulted in impossibly

high rainfall rates. The magnitudes of all data output were automatically
checked. The maximum calculated rainfall rate was 25.7 dBR (372 mm

hr—l). This was at 1015 GMT on August 10 during the development of
Tropical Storm Alma. Prior to the modification of the wet-radome attentuation
routine that lowered the corrections to the fields by 1.3 dBR (sec.

3.5), it was observed that the larger magnitudes frequently resulted in
very high intervening rainfall attenuation corrections and physically
unrealistic rainfall rates. The fact that the application of the final
routine did not result in unstable or physically unrealistic solutions

1s an indication of the validity of the input data and the conversion
process,

The maximum attenuation correction from intervening rainfall only,
applied to any data bin, was less than 5 dBR for all scans. Large
corrections were necessary for only a small percentage of the scans, and
significant corrections were confined to only a few data bins within a
scan (Hudlow et al. 1979). For about 90 percent of the hours during
Phases I and II, the maximum correction(s) applied during the hour to any
data bin(s) was less than 2 dBR.

Attenuation corrections for intervening rainfall, as well as for

wet-radome attenuation, were applied only to Oceanographer data for Phases

I and II. These refinements were necessary because the Oceanographer's

18



central position during Phases I and II1 (fig. 1) made the quality of these
data essential to the accuracy of the B-scale rainfall estimates. Rainfall
attenuation corrections were not considered significant for Phase IIL
because data were merged from more radars, each of which viewed the
precipitation lying in the interior of the array from different directions
(fig. 2). Also, the merging process was somewhat different for Phase

III than for Phases I and II (sec. 5). Furthermore, as was discussed
above, significant attenuation of C-band radar signals by rainfall during
GATE occurred infrequently. Hildebrand (1978) finds C-band signals are
seriously attenuated above 50 dBZ. However, the 4-km x 4-~km reflectivities
rarely exceeded 50 dBZ during GATE (Hudlow and Arkell 1978), and intense
rain cores exceeding 50 dBZ had very small horizontal dimensions (Geotis

1977).

3.7 Beam Filling Correction for Researcher Radar

Intercomparisons of Oceanographer and Researcher data indicated

that the magnitudes of the Researcher data were comparatively low at the
greater ranges (Hudlow et al, 1979). This is consistent with the fact
that the beam width for the Researcher radar is 0.5° larger than that of

the Oceanographer (2.0° versus 1.5°). During Phases I and II only, the

following adjustment factor was added to the Researcher dBR values to
improve the merged rainfall estimates for ranges greater than 150 km:

B = 0.022 r - 3.27 , (9)

where r is the range (km) and B is the additive correction factor (dBR).
The maximum correction was 2.36 dBR at 256 km. Actually, the intercomparison
analysis by Hudlow et al. (1979) indicated that larger average corrections

19



might have been warranted; however, eq. (9) was used because it gave

conservative corrections that probably never led to overestimates for R.

3.8 Systematic Biases
Intercomparisons of the radar rainfall estimates between radars and

with rain-gage data (Hudlow et al. 1979) indicated that overall bias

adjustments were necessary. These adjustments, for the various radar
data sets used in the derivation of the hourly rainfall maps, were

Oceanographer = +2,2 dBR, Researcher = +1.8 dBR, and Gilliss = -0.8 dBR

for ranges less than 25 km and +0.8 dBR for ranges greater than 25 km,

The instantaneous Quadra data were adjusted by a variable amount dependent
upon the magnitude of the reflectivities (sec. 4). Also, the Quadra
hourly rainfall estimates were adjusted by an additional -0.8 dBR before

they were merged with data from the other C-band radars (secs. 5 and 6).

3.9 Data Navigation

The radar input data were Cartesian arrays comprised of 4-km x 4-km
data bins centered relative to the ships' positions., FEarth positions for
the U.S. ships were obtained from a high-resolution navigational file
(Seguin and Crayton 1975) and from a similar file for the Quadra provided by
Geoffrey Austin, McGill University. The input reflectivity data were
first converted to rainfall rates and then placed in a Cartesian master
array comprised of 100 x 100, 4-km square bins centered at 8° 30' N,
latitude and 23° 30' W. longitude (figs. 1 and 2). The bins in the
corners of the array, beyond 204 km from the center, were set to a
missing value. Data were placed in the master array to the nearest bin,

meaning that the placement was within one-half data bin from the location

20



indicated by the navigation data. Any attempt to make finer adjustments

would have required interpolation between data bins with resultant smearing.

3.10 Quality Control

To determine if there were any unknown problems with the input data,
to avoid the inadvertent exclusion of data, and to reduce the probability
of errors being introduced by the processing, various information (either
printed or placed on microfilm) was routinely examined (fig. 3). The
date/time groups for all scans were checked. Wet-radome and intervening
rainfall attenuation corrections were examined for continuity and for
consistency with the input data. Provision was made to print precipitation
rates that were higher than likely to be encountered in valid data (sec.
3.6). Sample scans were plotted and validated against the input data,
and microfilm graphics of all precipitation maps were inspected for time

and space continuity on a film viewer in the time-lapse mode.

21



4. PREPROCESSING OF GILLISS AND QUADRA RADAR DATA

Preliminary assessments of the Cartesian reflectivity data from the

Gilliss and Quadra radars indicated the need for an independent editing

and analysis package to resolve isolated problems and apply reflectivity
adjustments. Therefore, unique but similar procedures were implemented to

preprocess the Gilliss and Quadra data, enabling coherent merging of all

data sets into the master array.

4.1 Adjustments to Reflectivity Arrays
Systematic adjustments to the dBZ fields for each ship were made
using the transformations shown in table 3. These bias ad justments
reflect the results from a comprehensive intercomparison study using the

shipboard rain-gage and quantitative radar data (Hudlow et al. 1979).

4,2 Specific Corrective Actions

The preprocessing programs for the Gilliss and Quadra data sets

were designed to take certain corrective actions when flags relating to
particular arrays were set. An action common to both consisted of deletion
of "noisy” or otherwise bad scans. The nature and frequency of these

actions are summarized in table 4,

4.2.1 Gilliss Editing Procedures

Four corrective actions were occasionally required; the first three
were applied with comparable frequency (table 4): 1) deletion of the
more questionable scan whenever two scans existed for the same 15-min
observation time, 2) maximization of relectivities over two scans when

significant data degradation resulted from inaccurate antenna stabilization,

22



Table 3. Reflectivity adjustments for Gilliss and Quadra radar data

Gilliss dBZ Quadra dBZ
Original Adjusted Original** Adjusted
T < 25 km r > 25 km
0 0 0 <15*** 0
1 0 2 16 16
2 1 3 17 17
3 2 4 19 19
4 3 5 22 22
24 24
26 25
28 26
30 27.5
. . . 32 29
48 47 49 34 30.5
49 48 50 36 33
50 48 50 38 35.5
51 49 51 40 38
52 50 52 42 41
53* 48 50 44 44
54 48 50 46 46
48 48
50 50
. . . 52 52
64 48 50 54 54

* Original values equal to or greater than 53 dBZ were considered
fictitiously high because of an integrator shift problem and were
therefore lowered to a probable upper limit.

** Because of a transcription error, the original translation table
provided by McGill University gave 2 dBZ higher original values than
those shown here. The additional 2 dBZ difference is not included
because it resulted from an inadvertent error and not a system
calibration bias.

***% Many of the reflectivity values at these levels are contaminated by
radio frequency (RF) interference and were therefore set to 0 dBZ.



and 3) "zeroing" of the 24-km x 24-km grid array centered at the radar
origin for those times when little or no precipitation was detected there
and it was apparent that, because of missing data at the higher tilt
settings, the hybrid compositing procedure had been unable to remove sea
clutter contamination. The fourth action, based on visual inspection of
individual scans, was applied only once throughout the processing and
consisted of specifying an upper threshold level or cap. Above this level,
the prevalence of noise in echo-void regions required setting these values

to zero dBZ.

4,2.2 Quadra Editing Procedures

Actions required for specific Quadra arrays included 1) deletion of
those scans in which extensive data degradation by noise was evident and

2) thresholding the reflectivity values so that, for values below a certain

specified minimum, an assignment of zero dBZ was made. The latter action
was needed to eliminate radio frequency (RF) interference signals that

persisted above the standard threshold level of 15 dBZ (table 3).

Table 4. Number of scans for which specific corrective
actions were made to the Gilliss and Quadra data

Clutter Raised
Deletion  Maximization elimination "Capping" threshold
Gilliss 45 96 43 1 N/A
Quadra 100 N/A N/A N/A 100
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4.3 Evaluation of Preprocessing Procedures

As part of a quality assessment of the systematic and scan-specific
actions applied during the preprocessing and also to discern range-dependent
effects in the adjusted data, range statistics were obtained by first
deriving average rainfall parameters over 20-km x 30° wedges forming a
polar network within the Cartesian arrays. Annuli and sector means were
then generated for the instantaneous data, and these results were subsequently
combined to produce Phase averages for various types of areal rainfall
statistics. These temporally and spatially averaged results aided in the
evaluation of the range performance of the various C-band radars and in
the identification of range—dependent biases. They also were an integral

part of the intercomparison analysis (Hudlow et al. 1979).

5. MERGE PROGRAMS
The instantaneous rainfall estimates for Phases I and IT from the

Oceanographer and Researcher radar data were merged, with the Oceanographer

data being the primary source. Because of its superior range performance

characteristics, the Oceanographer's radar, at the center of the B scale

during Phases I and II (fig. 8), provided quantitative coverage of the
entire master array (Hudlow et al, 1979). Researcher data supplemented

those from the Oceanographer in the area where the Oceanographer's radar

beam was often obstructed by the ship's superstructure (Richards and

Hudlow 1977). The Oceanographer's ship heading was between 90° and 270°

(within the southern two quadrants) for 75 percent of the observations
during Phases I and II. Furthermore, when the ship's heading rotated
into the northern two quadrants, it was often for a very brief period

affecting only one 15-min collection sequence; therefore, the temporal
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MASTER ARRAY AND EXTENT OF OCEANOGRAPHER DATA

— —  EXTENT OF RESEARCHER DATA

-+ OCEANOGRAPHER

® RESEARCHER

+ 8°30’ N LATITUDE
23°30' W LONGITUDE

Figure 8. Areal coverage within the master array by the Oceanographer and
Researcher radars during Phases I and II,
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maximization procedure applied during the hybrid processing (Richards and
Hudlow 1977) usually recovered information lost in the obstructed sector
in those cases.

The Researcher data provided additional information during Phases I
and IT at the extreme ranges in the southern portion of the array. This

was done because the Oceanographer sometimes missed weak activity as a

result of attenuation or other range effects. The procedure was to
examine the corresponding data bins within the region of overlapping
radar coverage within the master array. Researcher values, if nonzero,

were substituted only for those data bins where the Oceanographer radar

indicated zero rainfall.

The position of the ships during Phase III (fig. 9) required that
data from other ships be included to provide coverage of the entire master
array. Data from all four C-band radars were merged when available. The
merging procedure for Phase III was to first integrate the data from the
individual ships to obtain hourly totals; then, the hourly, nonzero
rainfall amounts (mm) for the common data bins were averaged.5 As with
all programs in the rainfall processing system, the final step of the
merge process included quality control checks (figs. 3 and 4). Sample
scans were plotted and the date/time groups and other information were

monitored for all output data.

5

Other merging techniques such as maximization and weighted averaging
were tested, but the simple averaging procedure was chosen because it
gave unbiased estimates when compared to the Phase catches from the

shipboard rain gages.
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MASTER ARRAY
v EXTENT OF GILLISS DATA
EXTENT OF OCEANOGRAPHER DATA
secsececese EXTENT OF QUADRA DATA N
¢emes—s—e— EXTENT OF RESEARCHER DATA

COVERAGE
G — GILLISS ® LOCATION OF C — BAND
O — OCEANOGRAPHER RADAR SHIPS

Q - QUADRA + 8930'N LATITUDE

R — RESEARCHER 23° 30’ W LONGITUDE

Figure 9. Areal coverage within the master array by the four C-band radars
during Phase III,
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6. INTEGRATION PROGRAM
Total hourly rainfall accumulations were derived by integrating the

instantaneous radar data using the following trapezoidal formula:

7.5R5 + L5R, + 15R 4 +15R, + 7°5Rl

Ry = S
T €0 ,

where Ry is the accumulated rainfall (mm) for the hour ending at the time
T and R, Ry, Ry, Ry, and Ry are instantaneous rainfall rates at the
times T, (T - 15 min), (T - 30 min), (T - 45 min), and (T - 60 min),
respectively. There were occasions when one or more of the instantaneous
scans were missing. If data were available for three or more of the five
times, the integrations were always performed. If data were available
for less than two of the times or if the first three or last three
consecutive scans were missing, the integrations were not made. That is,
integrations were still performed if two or more instantaneous scans were
available and if there was no portion of the hour that was more than 30
min from an available scan. For example, when data were not available

at (T - 45 min) and (T - 30 min), the trapezoidal formula became:

- z_z sgsj_ 30R, + 7.5R,
T 60 '

Analogous formulas were used when data were missing for other times.
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Merged instantaneous data for the Oceanographer and Researcher were

integrated for Phases I and II. Data from the four C-band radars were
integrated separately for Phase ITI. An additional multiplicative bias
adjustment of 0.83 (or -0.8 dBR, expressed as an additive factor) was made
to the Quadra hourly totals (Hudlow et al. 1979); the resultant hourly
totals were then merged with those from the other three C-band radars
(fig. 4).

Finally, the integrated data were subjected to several quality control
checks (fig. 4). The date/time groups, the number of scans from each
radar, and other information were printed for review. Sample scans also

were plotted for visual inspection.

7. CONCLUDING REMARKS
The data derived with the precipitation processing system described
in this paper, consisting of hourly rainfall amounts for the Cartesian
network of 4-km x 4-km data bins (example shown in fig. 10), were archived
on magnetic tapes and microfilm. The data set(s), together with written

documentation, may be ordered from the GATE Data Catalogue (World Data

Center-A 1978). 1In addition, coarser resolution rainfall estimates for
various geometric areas and longer integration periods are included in
an atlas prepared by Hudlow and Patterson (1979).

The radar estimates have been compared to available rain-gage data
by Hudlow et al. (1979) and used for a variety of analyses. Although
the merging process was considerably different for Phase III (sec.

5), the rainfall estimates appear to be equally accurate during all

three Phases, The quality of the data are excellent, and problems
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identified in the use of the data have been very few and minor. Our
experience leads us to believe that the processing system was successful
and that all crucial refinements were made to improve the quality of the

data set.
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